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Abstract: 

Response times are often available for educational assessments and psychometricians have pro-

posed methods for using them when estimating test performance. Several approaches have been 

explored to see if estimates can be improved. Previous research has shown that a simple mech-

anism, based on the idea that some people who guess do so rapidly, can improve the reliability 

of estimates for personalized formative assessments and college-admission data. The method 

involves Treating All Rapid Responses as Errant (TARRE) responses. Here we examine if this 

approach can improve reliability estimates for the National Assessment of Educational Progress 

(NAEP) eighth grade math assessments in the US, data for which were recently re-leased. Treat-

ing rapid responses as errant can improve reliability estimates for multiple choice questions 

(MCQs), but did not for non-MCQ formats. Male test takers were affected more than female 

test takers and those in the low and high proficiency categories were affected more than those 

in the middle proficiency categories. Using this procedure, or any procedure that takes into 

account response times, outside of a research context has further considerations. The scoring 

method can affect student behavior and their learning, and these consequences are discussed. 
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The duration to complete a task, here called response time, offers a glimpse into the 

cognitive processes involved in completing that task (Luce, 1986). Cognitive scientists 

have modeled the relationship between response time and response accuracy for simple 

tasks– usually those taking just a second or two–where participants are assumed to be 

thoughtfully working just on that task (Ratcliff, 1978). Typical items on an academic 

assessment are more complex than those used in cognitive science studies and students 

taking academic assessments have different motivations than laboratory participants. 

With increased use of computerized testing, the time it takes for students to respond 

and other process data (e.g., number of clicks, cursor/mouse movement) are often rec-

orded. Statisticians and psychometricians have described ways in which item re-

sponse times might be used: test security (Sinharay, 2021; Steger et al., 2021), identi-

fying low-motivation responding (Wise, 2017), test speededness (Feinberg et al., 

2021), estimating test performance or ability (Silm et al., 2020), etc. The interest here 

is estimating test performance, which is related to, but not that same as, estimating test 

takers’ ability/knowledge. Other factors (e.g., motivation, sleep the previous night) can 

affect performance. 

The cognitive science approach typically involves modeling the processes required 

for completing specific tasks that are simple and are hypothesized to require the same 

cognitive processes. An example is presenting people with dozens of trials with two 

grey squares and asking the people to indicate, as quickly as possible, which square is 

brighter (Ratcliff et al., 2018). The models (e.g., Ratcliff’s diffusion model and other 

sequential sampling models) perform well when there is a single simple cognitive pro-

cess necessary to answer the questions correctly (Ratcliff et al., 2015; Voss et al., 

2019). Because different sets of multiple processes are involved in answering different 

academic questions, many of the models that have performed well for the response 

time and accuracy relationship in laboratory tasks perform poorly when applied to 

academic assessments (Wright, 2016). 

A more common approach in educational assessment is to assume that there are latent 

variables related to both ability and speed, for both people and items, and that these 

may be correlated. One of the most popular of these approaches is van der Linden’s 

hierarchical model (2007, 2011). Several other psychometric models have been intro-

duced to try to account for the relationship between time and accuracy, and to provide 

estimates of students’ performance (Bolsinova & Molenaar, 2018; Bolsinova & 

Tijmstra, 2019; De Boeck & Jeon, 2019). 

One issue with these models is while they can work well in research contexts, they 

would be difficult to explain to test takers and test administrators. For assessments to 

be perceived as fair it is useful that the scoring procedure is as transparent as possible. 

In the US, the three main academic societies (American Education Research Associ-

ation, American Psychological Association, and the National Council for Measure-

ment in Education) created a document to describe best practice for measurement in 

the educational and social science. In it they stress that it is important “to balance 

technical concerns and transparency” (2014, p. 206). 
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Treating All Rapid Responses as Errant (TARRE) and the 

National Assessment of Educational Progress (NAEP) 
 

Wright (2016) proposed a simple method that uses response times to estimate overall test 

performance. The method is to Treat All Rapid Responses as Errant. The first test of 

this was with ACT mathematics items. He discussed how long it should take for people 

to answer these items with those on the ACT mathematics item development team. 

They felt it was unlikely that anyone would be able to provide a thoughtful response to 

any of their questions in less than ten seconds. ACT mathematics questions are not 

items like “What is 4 × 3?” They require integrating and manipulating multiple bits of 

information. Therefore, even if someone rapidly answered one of the multiple choice 

questions correctly, they would be unlikely to have used appropriate cognitive processes. 

In lay terms, they likely made a lucky guess. This randomness decreases the reliability 

of the test performance estimates. Rapid responding can occur when guessing is encour-

aged because of time limitations, where guessing has a high likelihood of producing some 

correct responses, as it does with multiple choice and True/False questions, and where 

most test takers are motivated to score high. The ACT is a timed assessment, has 

multiple choice questions, and most of the students are motivated. This situation would 

encourage some guessing. Treating all responses faster than ten seconds produced more 

reliable estimates of test performance. 

This procedure was subsequently used with several formative assessments that were part 

of a personalized learning system. Treating rapid responses as errant increased the 

predictive value for the estimates with these assessments (Wright, 2019b). This was shown 

to be true across different subject areas: history, languages, science, English, and mathe-

matics. 

The National Assessment of Educational Progress (NAEP) results are one of the main 

sources for comparing how well students in different US states are performing, but the 

results do not impact individual students’ grades. Therefore, there is concern with this 

assessment that many students may not be expending appropriate cognitive effort. Lee 

& Jia (2014) examined rapid guessing with NAEP and found, overall, the amount of 

rapid guessing that was identified was small. One goal of this paper is to evaluate whether 

treating rapid responses as errant can still improve the reliability of test performance esti-

mates when the amount of guessing appears small. An additional goal is to examine 

other potential boundary conditions for the efficacy of this approach. NAEP using multi-

ple choice questions (MCQs) but also uses non-MCQs where the chances of correctly 

guessing are low. We predict this approach will not improve the reliability of esti-

mates for non-MCQs. 

We are estimating some underlying construct that drives test performance, rather than 

something more specific like the students’ abilities. Wise (2017) has used rapid re- 

sponse times to attempt to measure ability for assessments used to evaluate teachers 

(and also schools, states, etc.). He assumes that many test takers make rapid responses 

for single items (or a few items) because of low motivation for those items and that the 
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probability of them answering correctly based on their true ability would usually be 

higher than chance. 

The approach here is to estimate test performance, trying to lessen both the impact and 

the use of the strategy of rapid guessing. There are a large number of non-ability factors 

that influence test performance (e.g., feeling unwell on the test day, test-room distrac-

tions). Some of these, like low motivation, have behavioral signatures (i.e., low motivation 

→ rapid responding). There are, however, other factors that can also lead to some of 

the same behavioral signatures (e.g., rapid guessing when time runs out, guessing on 

items that from a glance are on a topic not studied). Further, assuming that aspects of 

the scoring algorithm are known to test takers, it is important to consider any behavioral 

consequences caused by a change in the algorithm used. In the discussion it is argued 

that the proposed scoring algorithm could increase thoughtful responding, and thereby 

increase learning due to increasing the conditions that maximize the testing effect (Kar-

picke & Roediger, 2008). 

The TARRE scoring algorithm is: 

Treat all responses–whether accurate or inaccurate–that are made faster than some 

threshold value as errant responses and then proceed with these new data to estimate test 

performance. 

Suppose a student answers questions 4 and 5 on a science test faster than the threshold. 

Suppose their answer for question 4 was correct, but their answer for number 5 was incorrect. 

The TARRE procedure would treat both of these as incorrect. The modified values 

would be used to estimate test performance. This might be made with IRT or sum-

ming the responses or whichever method one would have used with the original responses. 

Examples using an R function tarre for different methods to combine response accu-

racy and times are provided in Wright (2019b). 

 

Choosing a Threshold 

Several approaches have been described for identifying rapid responding (Kong et al., 

2007; Lee & Chen, 2011; Rios, 2022; Rios & Deng, 2021, 2024; Soland et al., 2021). 

One approach is to use a single threshold for all items. The choice of what value to 

use can be based on what someone thinks is the typical response duration of someone 

not reading an item (e.g., < 3s). An alternative is choosing a threshold based on the 

amount of time it would take to thoughtfully answer the question. The ACT study 

(Wright, 2016) had subject matter experts (math item developers at ACT for their 

math assessment) suggest a single threshold (10s) below which they felt that none of 

the questions could likely be answered using appropriate cognitive effort. 

Another approach is to try multiple thresholds and see which threshold produces the best 

results in terms of reliability. This approach was used in a study of personalized learning in 

high schools (Wright, 2019b). Using multiple thresholds was necessary as students 

were taking, on average, about 100 assessments with mostly different questions that 
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require different amounts of cognitive processing. It was found that the optimal thresh-

old varied by subject with the math reliability counting answers made quicker than six 

seconds as errant producing the highest estimates of reliability and language assess-

ments having a threshold of about four seconds. These are lower than the threshold 

assumed for the ACT data as many of these items are less complex than ACT items. 

The language assessment had some vocabulary items that could be answered fairly 

quickly. One conclusion from that study was that it is important to examine the items 

and depending on the threshold method (e.g., if there is a single threshold for all items) 

exclude those that could be answered quickly. 

Choosing a single threshold for all items might be useful for describing the scoring 

method to test takers and it may be necessary for some adaptive assessments because of 

how items are picked. This approach has the disadvantage that some items require 

relatively little time to provide a thoughtful response and other items require a much 

longer amount of time for a thoughtful response. A counter argument to this is that 

guessing, without reading the item, should take similar times for all items. This sug-

gests that for some items there will be response times too rapid for being able to “guess” 

yet too slow for thoughtful responding. Here we allow different thresholds for each item. 

We examine two approaches for this that take into account the distribution of response 

times for all test takers. 

 

The Percentile Method 

The first approach is to use a threshold based on the percentile for the response times. 

For example, if a test taker is in the quickest 5% of responses for an item, that could 

be considered a rapid response. The times associated with each of these variables will 

depend on the distribution for the sample. Since we do not know what proportion of people 

may be engaging in rapid responding, we examine thresholds from 0% to 10% and 

treat all responses faster than this percentile as errant and examine if this improves 

reliability. A consideration for this method is that it assumes that the same proportion 

are engaging in rapid responding on each item. It may be that there are certain items 

that more test takers rapidly guess on compared with others. This might be due to their 

placement in the assessment (e.g., towards the end) or characteristics of the question 

(e.g., the item starts with terminology unknown to many test takers). 

 

The Fraction of the Median Method 

The second approach comes from Wise & Ma (2012). They discuss using a fraction of 

the mean response time for that item. Because the response times are often positively 

skewed and therefore the mean is less robust than the median, a fraction of the median 

response time was used here. The median will usually be less than the mean for re-

sponse times because response times are usually positively skewed. We explore what 
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fractions appear to work well for NAEP math data. We examine different fractions 

from 0 to 50%. This approach has that advantage that if no test taker was guessing for 

an item and none responded faster than the fraction of the median, none would be la-

beled as such. This has the potential problem that if a few people are using a much 

faster, but accurate, response strategy (e.g., using multiplication for the 4 + 4 + 4 + 4 + 

4 problem) they could be classified as rapid responders. No threshold method can guar-

antee there will be no mis-classifications. Conceptually the fraction of the median approach 

seems to have the fewest conceptual issues of those considered. 

There are other possibilities for establishing thresholds. One option is that thresholds 

could be established by those developing the tests for individual items. Test developers 

can use think-aloud protocols during development and list the necessary steps for solv-

ing the problem as intended. They could ask people to expend appropriate effort, work 

quickly (and perhaps be experts), do the task, and then times faster than these people 

could be classified as non-thoughtful (rapid) responding. This would require much work 

by the testing companies and, as far as we know, is not currently done. 

Second, there are arguments that an individual test taker’s times should be taken into 

account. Times could be identified as rapid outliers by taking into account character-

istics of both the test taker and the item. A simple model would be the following 

multilevel/mixed model ln(resptimeij) = β0 + uj + vi + eij, where uj is for item varia-

bility and vi is for test taker variability, and then eij less than some threshold could be con-

sidered too rapid (Goldstein, 2011; Wright & London, 2009). However, if a person 

responds very slowly for most items and then as quickly as most people for one item, 

this could appear as rapid responding even though the person may have expended the 

same cognitive effort as most of the other people on this item. 

There are considerations for all methods of choosing appropriate thresholds. Simulations 

have been done to examine which item and person characteristics affect the impact of 

using this procedure (Rios & Deng, 2024; Wright, 2019b). 

We examine which demographic groups tend to be more negatively affected, though one 

of our main conclusions is that implementing any new scoring mechanism may change 

behavior so it will be important to consider these and how different groups adapt. 

 

Evaluating TARRE 

There are several approaches that can be taken to evaluate the TARRE approach. 

Here, we apply TARRE separately to the MCQ items and to the non-MCQ items, and 

measure Cronbach’s α (Cronbach, 1951) for the entire set of items when applying (and 

not applying) TARRE to these subsets. There are issues with how people interpret α and 

issues comparing α values across different sets of items (e.g., McNeish, 2018; Revelle 

& Condon, 2019; Thompson, 2003), but here as the sets of items are the same this can 

be used for comparing using the TARRE procedure with not using it. The higher the 

α the more reliable the assessment. Other measures could also be used, but given the 
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popularity of α it was chosen. This is done for both of the methods used for creating 

thresholds, and a range of values for each of these methods. 

 

Aims of Study 

The purpose of this study is three-fold. First, the approach is used for a very different 

type of assessment from those used in earlier studies (ACT and several formative as-

sessments). Finding the limits of when an approach can improve ability estimates is 

important for knowing when it can be implemented and when it should not be implemented. 

Second, the format of the individual items vary. Some are multiple choice, others are 

not. The rationale for the TARRE approach and simulations show it should only be of 

value when there is a substantial probability of accurate guessing (Wright, 2019b). 

Here the procedure is applied to the MCQ and non-MCQ items separately. The pre-

diction is that TARRE should only improve estimates for the MCQs. Finally, for any 

change in scoring policy some people’s scores will rise compared with others and some 

people’s scores will drop. The method examined here will affect people who respond 

rapidly. It is important to examine if there are particular groups that are more affected 

than others. If there are differences among groups it is important to stress that this 

does not mean the TARRE approach is unfair in an absolute sense for those groups, 

only that its fairness differs from the traditional approach. It may be that the traditional 

approach is unfair to the groups that have their relative scores raised. 

 

Methods 

The NAEP data 

NAEP (the National Assessment of Educational Progress), often referred to as the 

Nation’s Report Card, is an assessment mandated by the US Congress that con- 

sists of a carefully sampled group of US students. This allows NCES (the National 

Center for Educational Statistics) to monitor progress in individual states and districts 

as well as make comparisons across these groups. Details about NAEP can be 

found at https://nces.ed.gov/nationsreportcard/about/ (all websites as accessed 28 

April, 2025). NCES released process data from its 2017 Math assessment for 8th grade 

and more details at www.nationsreportcard.gov/process_data/ (Bergner & von Da-

vier, 2019). The data examined here are from a thirty-minute session of 2,800 students 

on questions where they were allowed to use a calculator. For some parts of NAEP’s 

math assessment they are not allowed to use a calculator. Note that all sample sizes 

are rounded to the nearest ten in accordance with the NCES guidelines. Nine percent 

(n = 260) had some sort of accommodation, including different time restrictions. Be-

cause these change the test ad- ministration conditions, these test takers are omitted 

from our analyses leaving n = 2, 540. 

https://nces.ed.gov/nationsreportcard/about/
http://www.nationsreportcard.gov/process_data/
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There were 19 questions in the session analyzed. Five of them were masked, but the 

response format could be observed from the information released to us. The wording 

for the other 14 questions comes with the information available from NCES when 

applying for access. We do not report them here. Sample questions are available at: 

https://www.nationsreportcard.gov/math_2017/sample-questions/?grade=8. These 

include multiple choice questions, tick all appropriate questions, fill-in the number 

ques- tions, and some technology enhanced questions where students drag multiple 

responses to multiple answer boxes. 

Referring to the questions by number, the response formats are shown in Table 1. Two 

of the items allowed partial credit. In order to standardize our analyses these questions 

were dichotomized to be wrong or right. The first of these required filling in five 

numbers, but each was based on applying the same rule. Less than 10% received par-

tial credit. We counted as correct only those that got full credit. The second partial 

credit question required test takers to write three numbers. The first two numbers re-

quired reading information off a plot and the third required using this information. We 

gave credit to people who received partial (25% of the sample) or full credit (27% of 

the sample) because this meant they successfully completed the first task. The overall 

proportion accurate for each item is shown in parentheses. Guessing completely at 

random would result in a 20% probability of correctly answering the five alternative 

MCQs. Note that some of the proportions correct are low. For example, Q8 (a five 

option MCQ) has proportion of .21, which is not significantly different from .20 (χ2(1) 

= 2.63, p = .212). The drag answers question required test takers to drag four different 

numbers to four boxes. There are 4! = 24 possible ways to do this. Thus, if guessing 

completely at random the probability of being correct is about 4%. The fill-in question 

would require the test taker to know the types of answers that are appropriate (e.g., 

numbers, words). Even if this was known, the probability of accurately guessing 

would be low. Here, the MCQs are treated as having a substantial probability of ac-

curately guessing while the others are not. 

The log/process data of the key strokes from NCES include a time at the start of each 

question and when the test taker submits their response. The difference between these 

times–the response duration–is our measure of response time. The test takers may 

have been doing non-test taking behaviours during this period (e.g., sneezing). Be-

cause of the nature of these data and the rules for accessing information from the US 

government, no information is available about which school/classroom the individual 

test takers are in. 
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Table 1 

Question formats for the 19 items and the proportion correct for each in 

parentheses. 

 

Format Item #s 

Five alternative MCQ Q1 (.55), Q2 (.67), Q3 (.50),  

Q5 (.37), Q6 (.36), Q8 (.21), Q10 (.73), Q11 

(.37), Q14 (.32), Q15 (.59), Q16 (.34), Q17 

(.50), Q18 (.31), Q19 (.56) 

Drag multiple answers to boxes Q4 (.85) 

Fill-in multiple values Q7 (.72), Q12 (.55) 

Fill-in single value Q9 (.22), Q13 (.23) 

SOURCE: U.S. Department of Education, National Center for Education Statistics, 2017 
NAEP Grade 8 Math Response Process Data RUF, License number: 20090018. 

 

Results 

The results are divided into three sections. First, we report some descriptive statistics 

for the response times. Second, we explore if TARRE can be used to increase the 

reliability of the test performance estimates when applied to the MCQs and to the non- 

MCQs. We predict it will improve the estimates when applied to the MCQs, but not 

when applied to the non-MCQs because the probability of correctly guessing answers 

for these is negligible. We examine this for thresholds calculated in two ways: a per-

centile for each item and a fraction of the median for that item. Different percentiles and 

different fractions are tested to see which of these produces the most reliable estimates 

for test performance. We calculate Cronbach’s α for the scales with and without 

TARRE, with the prediction that Cronbach’s α will increase if using TARRE for some 

thresholds, but only when applied to the MCQs. The third section examines if using 

TARRE in this way affects some groups differently. The R environment is used for 

all analyses reported (R Core Team, 2023). 

 

Descriptive statistics for Response Times 

Figure 1 shows the distribution for the response times and the natural logarithm of the 

response times. Across all items, the response time variable is positively skewed 
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(skewness = 3.09). Logging the data reduces this skewness (skewness = 0.40). The 

QQ plot in the bottom row of Figure 1 still shows these are not perfectly normally dis-

tributed. Other transformations (e.g., Wright, 2024) could be used, but given the wide-

spread use of natural logarithms with response times it will be used here. 

Descriptive statistics for the response times are shown for each question are shown in Table 

2. The distributions are positively skewed. The statistics for the natural logarithms of 

the response times are also shown. There is much variability in how quickly people 

answered the questions. With only 19 items and all asked in the same order it is difficult 

to judge whether any patterns in the responding are due to item characteristic or their 

order of presentation. The correlation between when an item was asked and the median 

response time was non-significant: r = −.37, df = 17, p = .120. With the small 

number of items it is important to be cautious interpreting this non-significant result, 

particularly without knowing how NAEP decide the order to ask questions. 

We examined if people whose response patterns with respect to accuracy stood out for 

having high or low response times. There are several ways to measure the fit for response 

accuracy. Artner (2016) recommends using Ht (Sijtsma, 1986). This is available in 

the R package PerFit Tendeiro et al. (2016). There are a handful of people with high 

and low response times with low fits, but overall the association was small; the correla-

tion between a person’s Ht and the mean of their logged response times was: r = .05. 

 

 

Figure 1 

Histograms of response times and the natural logarithms of response times and 

their QQ-normal plots.  
SOURCE: U.S. Department of Education, National Center for Education Statistics, 2017 NAEP 

Grade 8 Math Response Process Data. License number: 20090018. 
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Can TARRE increase the reliablity of the test performance estimates? 
 

The TARRE method was applied to data using the two methods for classifying rapid 

responding for the MCQ and non-MCQ items separately. These methods are the frac-

tion of the median and the percentile methods, and for each different values were ex-

amined (i.e., different fractions and percentiles, respectively). Cronbach’s αs were 

calculated for these and shown in the left and right panels of Figure 2. 

The horizontal lines show the value of α if TARRE is not used (0.82). The red lines 

show the α values when applying TARRE to the MCQ items and the blue lines show the 

α values when applying TARRE to the non-MCQ items. The left panel shows the re-

sults for the fraction of the median method for choosing the threshold for classifying 

the  response as a rapid one. TARRE increases the Cronbach’s α for MCQs (the red 

line), but not for non-MCQs (the blue line). The increase occurs for the fraction of 

the median method between about .1 and .3. The highest α corresponds to a fraction 

of 0.21 of the median. The maximum α was 0.82. The blue line remains flat as few 

responses were less than .2 of the median. It then drops immediately. No threshold 

values for the non-MCQs increased the α. 

Table 2 

Descriptive statistics for the response times for the 19 questions. 
 

Raw times Logged times 

 

 

 

 

 

 

 

SOURCE: U.S. Department of Education, National Center for Education Statistics, 2017 NAEP 

Grade 8 Math Response Process Data RUF, License number: 20090018.  

Item Mean Median sd skew Mean Median sd skew 

Q1 206.69 27.00 462.63 2.39 3.79 3.30 1.42 1.69 

Q2 266.16 78.22 459.54 2.20 4.67 4.36 1.18 1.11 

Q3 260.26 90.38 426.06 2.26 4.75 4.50 1.13 0.96 

Q4 281.64 128.63 391.92 2.25 5.04 4.86 0.99 0.82 

Q5 263.21 127.54 364.34 2.28 4.98 4.85 1.01 0.52 

Q6 171.94 56.35 324.78 2.65 4.28 4.03 1.09 1.34 

Q7 244.69 143.67 286.39 2.54 5.12 4.97 0.77 1.04 

Q8 232.49 107.15 313.51 2.07 4.83 4.67 1.06 0.43 

Q9 193.21 81.52 281.31 2.22 4.57 4.40 1.10 0.62 

Q10 171.66 85.27 233.07 2.49 4.59 4.45 0.99 0.36 

Q11 145.69 74.58 204.88 2.72 4.43 4.31 0.99 0.18 

Q12 171.85 100.03 197.94 2.38 4.73 4.61 0.85 0.46 

Q13 188.98 119.62 192.93 2.04 4.81 4.78 0.96 -0.35 

Q14 123.23 73.67 143.33 2.74 4.40 4.30 0.89 -0.05 

Q15 89.22 47.32 126.46 3.22 3.95 3.86 0.98 0.21 

Q16 67.56 26.40 117.67 3.35 3.48 3.27 1.06 0.85 

Q17 70.87 31.02 124.97 4.84 3.61 3.43 1.01 0.68 

Q18 92.68 56.47 129.94 5.01 4.02 4.03 1.01 -0.36 

Q19 112.82 62.17 179.85 5.30 4.15 4.13 1.06 -0.14 
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The percentile method produced the same substantive finding. The highest increases in α 

when applying TARRE to the MCQs was for percentiles of about 1% to 5%, with the 

value producing the highest α being .03. The maximum α was 0.82. Applying TARRE 

to the non-MCQs lowered α. 

Both methods for choosing a threshold had values that increased α when applied to 

MCQs, but the increase is small. Importantly, the α values dropped when the threshold 

increased. Further, there were no values for the threshold that increased α when 

TARRE was applied to the non-MCQs. 

 

How different groups are affected by TARRE 

It is important to assess if TARRE affects groups differently. Finding a difference 

does not mean TARRE is unfair to certain groups; it may be that not using TARRE is 

unfair to certain groups. If implemented it will also be necessary to assess fairness 

after test takers are trained to take into account this method. We compare these for 

gender, ethnicity, parents’ education level, and the students’ proficiency level. It is 

important to stress that overall the effects of TARRE are small, and the differences 

among groups are also small. 

If using the number of correct answers as a measure of test performance, this can only 

decline or stay the same using TARRE. However, if the test performance construct is 

estimated from models other than the number correct that standardize estimates in 

some way, estimates for test takers who had no rapid responses will tend to increase 

slightly. The θ from the 2PL IRT model is used here with a threshold of 0.215 fraction 

of the median. The shifts were all small, a slight decrease for males and a slight in-

crease for females. The percentage of males decreasing was 20.38% and the percentage 

increasing was 79.62%. The corresponding numbers for females are: 17.94% and 

82.06%. These, with percentages for other comparisons, are shown in Table 3. 
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Figure 2 

Finding the optimal threshold for the proportion of the median and the percentile 

threshold method using Cronbach’s α. The red lines are when TARRE is 

applied to the MCQs and the blue lines are when TARRE is applied to the non-

MCQs. 
SOURCE: U.S. Department of Education, National Center for Education Statistics. 2017 NAEP 

Grade 8 Math Response Process Data. License number: 20090018. 

 

Table 3 

The percentage of people whose score decreases and whose score increases due 

to using TARRE for different groups.  
SOURCE: U.S. Department of Education, National Center for Education Statistics, 2017 NAEP 

Grade 8 Math Response Process Data. License number: 20090018.  
 

Variable Value Decrease % Increase % 

Gender Males 20.38 79.62 

Gender Females 17.94 82.06 

Ethnicity White 23.34 76.66 

Ethnicity African American 9.98 90.02 

Ethnicity Hispanic 13.36 86.64 

Ethnicity Asian 34.23 65.77 

Ethnicity American Indian 13.64 86.36 

Ethnicity Nat. Hawaiian 4.55 95.45 

Ethnicity Mixed - Not Hispanic 21.52 78.48 

Parent Education Some HS 14.09 85.91 
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Parent Education Grad HS 11.96 88.04 

Parent Education Post HS 14.90 85.10 

Parent Education College 24.65 75.35 

Proficiency Below 8.27 91.73 

Proficiency Basic 5.89 94.11 

Proficiency Proficient 31.65 68.35 

Proficiency Advanced 69.51 30.49 

 

TARRE had a more negative effect on males than on females. The mean difference 

scores for each of the categories are shown in Table 4. A common effect size for com-

paring means is ω2 (Hays, 1981). This has the advantage that it can be used both when 

there are two groups and when there are more than two groups. The omega_squared 

function from effectsize is used (Ben-Shachar et al., 2020). Common verbal labels for 

effect sizes for η2 apply also for ω2: small of ω2 = .01, medium of ω2 = .06, and large 

of ω2 = .14 (Cohen, 1988). Caution is urged using these verbal labels because the 

meaning of any effect size magnitude is context dependent (Lipsey et al., 2012), but 

these labels allow comparisons across different contexts. From this perspective none 

of the differences in Table 4 reaches small criterion. Our focus will be on comparing 

pairs of categories. 

 

 



RAPID RESPONDING AND NAEP 
59 

The difference variable (θTARRE - θwoTARRE) was negatively skewed: -7.41. The 

people who were affected most dropped by much more than those whose scores went 

up slightly. The traditional intervals for skewness are less reliable than bootstrap in-

tervals (Wright & Herrington, 2011), so bootstrap intervals are used here: 95% BCa 

CI = (-8.82, -6.39). Statistics that assume normally distributed residuals, like Stu-

dent’s t-test, would be inappropriate. However, interest is in shifts in means, so rank-

based methods, like the Wilcoxon, are also inappropriate. Therefore bootstrapping is 

used to compare differences between pairs of conditions (Davison & Hinkley, 1997; 

Efron & Tibshirani, 1993; Wright et al., 2011). Several bootstrap functions are avail-

able in R packages for bootstrap versions of the two-group t-test. Bias corrected and 

adjusted (BCa) intervals were used (Efron & Tibshirani, 1993). The boot.two.bca 

function from wBoot (Weiss, 2016) will be used here. Its default of 9,999 replica-

tions is used here. 

When there are multiple groups, like with ethnicity or parents’ education, compar- isons 

are made between each pair of values. Both the unadjusted p-values and the Holm 

adjusted p-values within those comparisons (i.e., comparing the four proficiency levels, 

only the six pairwise comparisons are used) are recorded. We discuss differences for 

both of these because of concerns about Type 1 and Type 2 errors. Those significant 

only with the unadjusted p-values should be viewed cautiously. 

There were no significant differences, even without adjustment, for ethnicity or par-

ents’ education. For gender, the effect of males being negatively affected more than 

females had p = .001. The most interesting group differences were for proficiency. 

The significant pairwise differences were: 

                                                                                          Unadjusted p     Adjusted p 

 

 

 

 

Those group most negatively affected are at the low and high ends of the scale. 

These differences are examined separately for males and females. The differences among 

conditions were larger for males than females. For males the same pairwise ad-

justed p values remained statistically significant, while for females only the difference 

between the basic proficiency and advanced proficiency (padj = .0124) and proficient 

and advanced proficiency (padj = .011) were significant. 

There are important differences between the low and high proficiency group. The low 

group mean decrease was due to several people losing a large amount from TARRE. 

The high proficiency group had a large amount of people lose only a small amount be-

cause of one of their correct responses being labelled a rapid response. The standard de-

viation for the difference in test performance estimates between TARRE and not 

TARRE were: 0.11 for the low proficiency group, 0.05 for the basic proficiency 

Below proficiency versus basic proficiency < .001 < .001 

Below proficiency versus proficient < .001 = .001 

Basic proficiency versus advanced proficiency < .001 < .001 

Proficient versus advanced proficiency < .001 < .001 
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group, 0.02 for the proficient group, and 0.05 for the high proficiency group. What this 

means for implementing TARRE is discussed below. 

 

Discussion 

The main conclusion is that Treating All Rapid Responses as Errant (TARRE) im-

proves the reliability of test performance estimates when applied to MCQs, but decreases 

the accuracy when applied to non-MCQs. The effects were predicted because rapid 

non-thoughtful responding is unlikely to result in an accurate response when the items 

require the test taker to fill in a number or require the test taker to drag multiple 

numbers into boxes because the probability of accurately answering when guessing com-

pletely at random is low. The improvement for MCQs is small, but similar to the ef-

fects found in other assessments (Wright, 2016, 2019b). People often choose between 

two approaches when one is only slightly more accurate (e.g., the difference between 

a t-test and z-test for large samples is minute). However, it is important to consider other 

consequences that changing the algorithm would have. 

Testing organizations need to consider whether the size of this effect, or other effects of 

this size (e.g., most involving responses times, most changes in estimation methods), 

is worth changing the scoring method for. An important consideration is whether the pri-

mary positive consequence of adopting this approach, which might be test takers think-

ing more about difficult items, is sufficient to make up for the costs (both financial and 

otherwise) of changing scoring methods. There could also be negative consequences 

if test takers focus on delaying their responses until they are certain that they will not 

be flagged as rapid. Distractions, including just having a clock present during an as-

sessment, can increase the amount of time pressure time takers feel (e.g., Wolff et al., 

2024). 

Adapting the approach of Wise & Ma (2012) we used the fraction of the median to 

decide the thresholds for identifying rapid responses. We tested fractions from 0 to .5 

and found similar levels of improvement between .1 and .3. Because academic tests 

vary both in terms of item complexity and test taker motivation, it is likely that for most 

applications analysts would want to examine different fractions and find which ones im-

prove the accuracy of the estimates the most. It may be that the test companies would 

be able to find a value for some of their products (e.g., the ACT or SAT) and establish 

a fraction that works well for the test so that they can report this in the materials. As 

discussed above, the Standards adopted by these companies stress the importance of 

transparency (American Educational Research Association et al., 2014). 

For research purposes TARRE could be applied to MCQs to get slightly more accurate 

estimates of test performance for any assessment where item times are available without 

affecting the scores given to test takers. However, applying TARRE to create scores that 

are reported to the test takers or other stakeholders requires at least three more consider-

ations. These apply to any new scoring mechanism. 
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1. Does the procedure affect groups of people differently and does it penal-

ize any groups unfairly? 

2. Can the procedure be explained fairly easily to test takers and other 

stakeholders? 

3. How will implementing this procedure affect test taker behavior and 

their learning? We address each of these in turn. 

 

Are groups affected differently? 

We identified two group differences. First, males are more negatively affected than fe-

males. Males often respond more rapidly on tests and often perform less well than females 

(Wright, 2019a). This suggests that interventions that cause test takers to think about 

responses before guessing would most affect males. While we do not investigate why 

here, possible explanations for the gender differences in rapid responding have been 

suggested in relationship to individual differences, personality, motivation, and achieve-

ment identity (DeMars et al., 2013). 

The other group difference that was observed, and these differences were most prominent 

among males, was that test takers who were classified in the lowest and highest pro- 

ficiency categories were more affected than those in the two middle proficiency catego-

ries. The distribution of the decrease was different for these groups, suggesting that 

there are different reasons for these decrements. While some of those at the low end 

appear to be rapidly guessing for multiple items, those at the high end could be doing a 

combination of using rapid strategic guessing for selective answers and being able to 

provide thoughtful a response extremely quickly. 

If implementing TARRE on a high stakes exam, care should be taken not to penalize 

thoughtful rapid responding. If the advanced proficient rapid responses are strategic, im-

plementing TARRE could encourage these people to think about these items for a few 

seconds more, which in itself would not be bad, but requiring them to use a clock 

management strategy, which the tests do not aim to measure, would be an unfortunate 

consequence. It would be important to research with specific high stakes tests how 

often this occurs and perhaps identify those individuals. This is perhaps the biggest hurdle 

for implementing any procedure that takes into account response times in high stakes 

tests. 

 

Can the procedure be explained easily? 

Some cognitive science research of response times uses complex models. For example, the 

sequential sampling approaches (e.g., Ratcliff, 1978) draw on work by Einstein and 

others used to describe particle motion (i.e., diffusion models Einstein, 1905, see 

Rigden, 2005, for a summary in English, that also describes the impact of this paper). 

Details about how this might be used within a scoring method would be difficult to 
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explain to most test takers. Being able explain the algorithm fits within Knuth’s idea 

of literate programming. He argues that “computer programs that are truly beautiful, 

useful, and profitable must be readable by people” (Knuth, 1992, p. ix). 

 

Consequences of implementing TARRE 

The focus in this section is on implementing TARRE, but similar issues apply to any im-

plementation that encourages test takers to spend some time on each item, even if they 

think that there is only a low likelihood that they could answer the item correctly. 

There is a negative and a positive aspect of these approaches. The negative aspect is 

that test takers may use cognitive effort to decide whether they have spent enough time 

on the item rather than additional effort on the item itself. Having a visual cue like a 

clock showing time spent or time until they can move to the next question could mean 

test takers focus on the clock. Instructions indicating “if you read the item and the 

alternatives this will be enough time spent” could encourage test takers to think about 

how they should approach the question, not their time management. This would require 

checking that rapidly reading the item and alternatives could not be done so rapidly to tag 

the response as rapid guessing. The advantage is that thinking about even difficult ques-

tions can help you to learn about the topic (Karpicke & Roediger, 2008). 

 

Summary 

Rapid guessing is problematic for student learning and for the assessment of their 

learning. Several methods have been put forward to address this. Here we show a sim-

ple method, treating all rapid responses as errant (TARRE), improves the reliability of 

estimates of test performance. Previous research had shown this approach works with high 

stakes tests like the ACT and with formative assessments that are part of the personal-

ized learning system. We extend these findings showing that it works with NAEP, an 

assessment that does not produce a score that directly affects the test taker. Im-

portantly, it was shown to work for multiple choice items, but not for other items. 

Particularly for high stakes tests, if there is a change in scoring methods the test prep-

aration programs may change their advice to increase their customers’ scores. There 

are several approaches that can be explained to test takers and other stake holders rela- 

tively easily. Each presents some issues that would need to be overcome. The im-

portant consideration is how any changes could affect test takers behaviors and the 

test takers’ learning. 
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