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Abstract 

The recent advance in AI technology has led to tremendous progress in automated text genera-

tion. Powerful language models, such as the GPT-3 and ChatGPT from OpenAI and BARD 

from Google, can generate high-quality essays when provided with a simple prompt. This paper 

shows how AI-generated essays are similar or different from human-written essays based on a 

set of typical prompts for a sample from a large-scale assessment. We also introduce two clas-

sifiers that can detect AI-generated essays with a high accuracy of over 95%. The goal of this 

study is for researchers to think and develop methodologies to address these issues and to ensure 

the quality of writing assessments. 
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1 Introduction 

With the advances in technology, the environments for learning and assessment have 

improved tremendously both in the classroom and at large-scale assessments, includ-

ing Google Classroom, online assessments, and many apps for learning and assess-

ment. These advances have enabled learners and test takers to improve their 

knowledge and skills in different subjects but provided opportunities for gaming the 

assessments (Holmes & Porayska-Pomsta, 2022). More recently, AI text generation 

demonstrated its capacity in dramatically improving writing quality, especially, for 

writers who need help on words, sentences, grammar, and other language mechanic 

aspects. With large language models like BERT, GPT-3 (Brown et al., 2020), and the 

more recent ChatGPT or BARD, students can learn and practice their writing skills 

using apps to generate text, start an introduction, raise an argument, draft a statement, 

and discuss a topic or write a whole essay.  On the other side of the coin, AI-generated 

texts or essays may also be used for gaming assessments, especially remotely admin-

istered tests, leading to test security concerns. 

Although student essays are often rated by experienced content experts, relying on 

human raters to identify AI-generated texts may not be feasible. Experiments suggest 

that humans rarely perform better than random guessing (60% - 65%) when asked to 

identify texts generated by modern AIs
1
 (Clark et al., 2021; Ippolito et al, 2020). 

Moreover, most human raters are unable to explain their decisions beyond vague state-

ments such as the text “rambles in a way that makes sense” or is “too natural to be AI-

[generated]” (Clark et al., 2021; Ippolito et al., 2020). Evidence shows that human 

raters can be trained to identify better AI-generated text, however, accuracy generally 

remains below the levels that are acceptable in educational high-stakes assessment 

(Dugan et al, 2020).  Nevertheless, it is likely just a matter of time until large language 

models can mimic diverse writing styles. Moreover, a detection based on shortcom-

ings of an essay always has the problem that it only works in one direction. While a 

badly organized essay with many spelling mistakes is almost certainly human-written, 

a well-written, well-organized essay is not almost certainly AI-generated.  Therefore, 

there is a strong need for systems that can detect AI-generated text automatically and 

reliably, especially in high-stakes assessment settings. 

In recent years, the problem of automatically detecting AI-generated text has received 

considerable attention in literature. The proposed approaches can roughly be grouped 

into three families. The first family is detectors that use neural networks that are either 

fine-tuned or trained from scratch on large sets of human-written and AI-generated 

texts. The same pre-trained transformer models that are used to generate text often 

make for good detectors as well (Adelani et al., 2020; Fagni et al., 2020; Solaiman et 

al., 2019; Uchendu et al, 2020; Zellers et al., 2019). The second family is detectors 

 

1 Note that this development is relatively recent. ETS scientists have been researching to identify machine-

created essays for quite a while. Since five years ago, machine-generated essays could be easily recog-

nized, even by untrained readers (Cahill, Chodorow, & Flor, 2018).  
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based on explicit features extracted from the text. These features can range from sim-

ple words or n-gram frequencies to complex statistical and stylistic features designed 

by domain experts (Fröhling & Zubiaga, 2021; Gallé et al., 2021; Karumuri, 2022). 

Finally, the third family of detectors forms a middle ground because it uses large lan-

guage models to calculate informative features. For example, the perplexity or likeli-

hood that a specific large language model generates a given sequence of tokens can 

be used as a feature to detect AI-generated texts (Gehrmann et al., 2019; Hao, 2023; 

Solaiman et al., 2019; Tian, 2023). 

All three families have their own strengths and weaknesses. While fine-tuned large 

transformer models generally yielded the best detection performance (Jawahar et al., 

2020), they provide little to no human-interpretable evidence, making the detection 

process highly opaque. Traditionally, feature-based detectors are on the other end of 

the spectrum. They are transparent in that it is typically clear about which features led 

to a particular decision, but their performance is not as good as that of the fine-tuned 

large language model in many scenarios (Fröhling & Zubiaga, 2021; Yan et al., 2022). 

This also holds for the third family of detectors. For this family, the main bottleneck 

is that evaluating properties such as the perplexity or likelihood of a text with respect 

to a specific language model requires access to the weights of the underlying neural 

network. However, many state-of-the-art networks can only be accessed through lim-

ited APIs, if at all. In practice, open-source language models, such as GPT-2, are used 

as proxies for proprietary networks. That is, a text generated by ChatGPT is also likely 

to be generated by GPT-2. While this assumption is often justified today, it might 

become problematic in the future as language models evolve rapidly – often behind 

closed doors (Gershgorn, 2020). 

Many applications and websites have been released recently with claims of detecting 

AI-generated texts (Slashdot, 2023). However, using these in the controlled environ-

ment of educational assessments could be problematic for various reasons. First, they 

are "all-purpose" detectors trained on vast data sets containing many types of text – 

from recipes to computer code – irrelevant to high-stakes writing assessments. More-

over, many of these tools seem to be released without clear performance metrics. This 

makes it difficult to justify and trust the detection result, especially in high-stakes test 

situations, where the detection outcome can have significant consequences for the test 

takers. 

On the other hand, for those tools that come with transparent performance metrics, 

such as OpenAI's detector (OpenAI, 2023), it is still unknown how these metrics 

change if the tool is applied to the much narrower scope of essays for writing assess-

ments. Finally, using a third-party detector raises privacy and information security 

issues that would have to be addressed and monitored. These difficulties are not un-

surmountable, but they illustrate the advantages of a detector that is custom-made and 

custom-trained for the task of detecting AI-generated essays in high-stakes large-scale 

assessments.  

In this paper, we explored the detection of AI-generated essays responding to large-

scale writing assessment prompts by developing automated detectors and explored in-
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depth the features of AI-generated essays for the studied prompts. To this end, we 

provided writing prompts to a state-of-the-art language model, elicited responses from 

the model, and compared its responses to those of humans. As a first study on this 

topic in educational assessment, this study intended to provide systematic investiga-

tion of the detection issue. Previous results are either anecdotal (@teddynpc, 2022) or 

based on more restricted tasks such as SAT-style analogies or sentence insertion prob-

lems (Wu & Bai, 2021). In this paper, we focus on the first two families of detectors. 

For the first approach, we fine-tuned a RoBERTa model, and for the second approach, 

we trained a variety of classifiers based on features generated by ETS's in-house scor-

ing engine, e-rater®
2
 (Attali & Burstein, 2006).  

It is worth noting that reporting findings from test security research is very sensitive 

in the sense that test takers may potentially use the findings to game the tests. As such, 

we avoided specifically defining the writing features used below to characterize text. 

Instead, we simply refer to them as Feature 1, Feature 2, and Feature 3. The details of 

all e-rater® features can be found in the publicly available document  (Attali & 

Burstein, 2006). 

 

2 Method 

This study consists of two parts. First, we explored a small-sample-size, in-depth 

study to examine various features from AI-generated essays and compare those with 

human-written essays based on the same prompt. Second, we conducted a large-sam-

ple-size study in which we trained and evaluated two detectors, one based on e-rater 

features while the other using a large variant of the well-known RoBERTa language 

model.  

Training and evaluating a detector with clear performance metrics requires a large set 

of representative and labeled data.  To produce a sample of AI-generated essays, we 

used OpenAI's GPT-3 large language model.
3
 The interested reader is referred to 

Brown et al. (2020) and the references in the paper for details on GPT-3’s size, archi-

tecture, training data set and other technical aspects (OpenAI, 2023).  

To explore the characteristics of AI-generated texts, we randomly selected four writ-

ing prompts from a large pool of writing assessment prompts and extracted a set of 

1,000 essays per prompt from a large-scale writing assessment. The same prompts 

were used to produce several versions of GPT-3-generated essays by varying GPT-

 

2 e-rater® is an automated scoring engine developed at ETS using the most recent NLP development and 

is based on millions of human raters. It went through extensive evaluations based on several hundreds of 

thousands of essays at each upgrade almost annually to ensure its scoring quality (Attali & Burstein, 2006).  
3 During the preparation of this manuscript, ChatGPT was released by OpenAI, which replaced the tradi-

tional interface used by GPT-3 with a chat box, allowing the users to have more natural conversations 

with AI. 
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3’s parameters including Temperature and Length. Figure 1 shows an example of a 

GPT-3-generated essay given a published GRE prompt. The exact parameter settings 

are elaborated below. 

To obtain a baseline for the study, we mimicked the case when a test taker simply 

inputs a prompt to GPT and copies its answer. At this point, it is not clear how test 

takers have used and will use large language models to game assessments. Prompt 

tuning can be done and is just one option of many to obtain a desired text. The problem 

of having to modify a given text so that it passes as “handwritten” is not specific to 

AI-based cheating. Anyone copying from a template, such as Wikipedia or various 

cans, faces this “challenge.”    

  

Figure 1 

A Published GRE Prompt with GPT-3 Generated Essay 

 

 

2.1 Feature Exploration – Small Sample 

Before training a detector on a large sample of essays, it is helpful to inspect a small 

sample of representative essays more in-depth to identify differences in individual 

features. The insights gained in this analysis help us identify informative features and 

generally allow for a more fine-grained assessment of which characteristics of GPT-
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3-generated texts are indistinguishable from human writing and which, upon closer, 

machine-assisted inspection, differ.    

For both the real test-takers’ writing samples and AI-generated essays, we used ETS’s 

automated scoring engine (e-rater®) to score them and produce writing features that 

characterize each essay. The analysis procedures (Attali & Burstein, 2006)(Attali & 

Burstein, 2006) are as follows (as seen in Figure 2): 

• First, select writing prompts from a large-scale writing assessment. 

• Next, extract some real test takers' writing samples for these prompts. 

• Third, use GPT-3 to generate several versions of the essays based on the 

same prompts. 

• Fourth, use e-rater® to score both human-written essays and AI-generated 

essays. 

• Finally, evaluate and compare the features of both human-written and AI-

generated essays. 

 

Figure 2  

Analysis Flowchart 

 

To evaluate the AI-generated essays and compare the AI-generated essays with real 

test takers' written essays, we examined all features extracted from e-rater® on the 

feature values and distributions. We compared feature values and distributions for es-

says with different lengths from short, medium, and long for both human and AI-

generated essays from a large-scale writing assessment.  
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We selected human essays with different lengths based on a specific prompt. The def-

inition of short, medium, and long essays is based on their lengths. We used GPT-3 

to generate AI essays to mimic human essays with corresponding lengths based on the 

same prompt. We compared GPT-3 generated essays with human essays at various 

lengths, examined the whole range of features from the AI-generated essays and hu-

man essays, and compared the characteristics of these essays in detecting the AI-gen-

erated essays. 

 

2.2 Feature Exploration - Large Sample 

To investigate the differences at a large-sample level, we used OpenAI’s Python API 

to generate 1,000 essays for each of four different prompts, resulting in a training data 

set of 4,000 human-written and 4,000 AI-generated essays. There is no consensus 

among the machine learning community whether the training set for a binary classifier 

should be balanced (50% positives and 50% negatives) or match the (estimated) pro-

portions of positive and negative samples in the real data. However, since we have yet 

to learn how extensive the use of large language models in writing assessments is, we 

decided to use a balanced data set for both training and evaluation.  

We used the text-davinci-002 model and instructed GPT-3 to write at least 500 words. 

It is worthy of note that GPT-3 does not always comply with the given instructions. 

The resulting distribution of the true essay lengths is not under the control of the re-

searchers. In order to generate a diverse sample of essays, we chose a relatively high 

sampling temperature of 1.2. Both the frequency and the presence penalty were set to 

zero. Moreover, to simulate copy-typing the AI-generated text by test-takers,
4
 we 

added artificial typos to the essays using the typo library (Kumar, 2022) to add com-

mon spelling mistakes. Finally, based on the spelling-mistake statistics from Flor et 

al. (2015), we set the frequency of typos to 2%, which is approximately the average 

frequency of misspelled words in a GRE essay written by an English native speaker 

scoring a score of 3, or a non-native speaker scoring a score of 4. 

Another important aspect worth exploring is the generated essay similarity. It is not 

clear that an advanced language model like GPT-3 can generate thousands of re-

sponses to the same prompt without repeating itself. If this were the case, it would be 

possible to detect AI-generated essays or at least GPT-3 generated essays by compar-

ing a given sample to a catalog of representative AI-generated essays. To gain insight 

into how similar the AI-generated essays are, we randomly sampled a subset of 2,000 

essays and calculated the pairwise 3-gram cosine similarities for all possible pairs. We 

then looked at the share of pairs that exceed a given similarity threshold of 0.05. For 

comparison, we repeated the same procedure for a random subset of 2,000 human-

 

4 For most computer-based writing assessments, it is not possible to directly paste into the input form, the 

test taker must manually copy the text. 
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written essays and a mixed sample in which 1,000 essays were AI-generated and 1,000 

were human-written.  

Next, we evaluated the features extracted for the large sample of human-written and 

AI-generated essays. Note that instead of exact values, we provide means and standard 

deviations over the respective groups of 4,000 essays.  

 

2.3 Detector based on a Fine-Tuned RoBERTa Model 

Large, pre-trained language models have been used successfully to generate text and 

classify text. In particular, the RoBERTa model (Liu et al., 2019), a robustly trained 

variant of Google’s BERT model (Devlin et al., 2018), has repeatedly shown excellent 

detection results (Minaee et al., 2022). Therefore, we chose RoBERTa to develop a 

classifier that detects AI-generated essays. 

 

2.4 Detector based on e-rater® Features and Support Vector Machine 

All human-written and AI-generated essays were scored by ETS's e-rater® engine. 

During this process, e-rater extracted nearly 200 features that we used for our study. 

For scoring, e-rater® uses a hierarchical approach, in which it combines groups of 

low-level features into fewer macro-features (Attali & Burstein, 2006). We used both 

low-level and aggregated features in the detector design to maximize the available 

information. Using the Python machine-learning package scikit-learn (Pedregosa et 

al., 2011), we trained several feature-based binary classifiers, i.e., combinations of 

features from e-rater®, including and compared their performance via five-fold cross-

validation using a support vector classifier (SVC). 
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3 Results 

3.1 Feature Exploration – Small Sample 

For the study on the small sample, Table 1 presents an example com-

paring essay scores and features for both human-written and AI-gener-

ated essays. For the randomly selected writing prompt, we listed four 

human-written essays in different lengths (short, medium, long), their 

human rater scores (1-5), e-rater® scores (0-5), and their feature values. 

We also listed four versions of AI-generated essays in different lengths, 

e-rater® scores (3-4), and their feature values.  

 

Table 1  

Comparison of Human and AI-generated Essays 

Essays Length Human e-rater Feature 1 Feature 2 Feature 3 

H1 11 1 0 2.398 0.000 -0.603 

H2 306 3 3 3.778 1.946 -0.198 

H3 444 4 5 3.899 2.197 -0.116 

H4 605 5 5 4.459 1.946 -0.122 

       

GPT3_1 109 NA 3 3.998 0.693 0.000 

GPT3_2 119 NA 3 4.086 0.693 0.000 

GPT3_3 176 NA 4 3.379 1.792 0.000 

GPT3_4 214 NA 4 3.979 1.386 0.000 

 

The human scores range from 0 to 5 based on operational scoring rubrics. For exam-

ple, a score equals 1 if an essay has 1) serious disorganization or underdevelopment 

2) little or no detail, or irrelevant specifics, or questionable responsiveness to the task, 

3) serious and frequent errors in sentence structure or usage; a score equals 5 if an 
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essay has 1) effectively addresses the topic and task, 2) is well organized and well 

developed, using clearly appropriate explanations, exemplifications and/or details, 3) 

displays unity, progression and coherence, 4) displays consistent facility in the use of 

language, demonstrating syntactic variety, appropriate word choice and idiomaticity, 

though it may have minor lexical or grammatical errors. e-rater® scoring ranges from 

0 to 5 based on its scoring model, trained and evaluated with large data sets, containing 

a set of essay features that predict the human scoring for the same prompt.  

For the human-written essays, H1–H4, the short essay contained 11 words, the me-

dium essays contained 306 and 444 words, and the long essay contained 605 words. 

The human raters assigned scores of 1, 3, 4, and 5, while the e-rater® assigned scores 

of 0, 3, 5, and 5, respectively.  For the AI-generated essays, GPT3_1 – GPT3_4, the 

short essay contained 109 words, the medium essays contained 119 and 176, and the 

long essay contained 214 words. Given a prompt, GPT-3 generated essays that were 

sufficiently long to adequately answer the question in the writing prompt (between 

100 and 200 words). The e-rater® assigned scores of 3, 3, 4, and 4 on the GPT3-

generated essays.  

In reality, humans write essays in any length, while GPT-3 doesn’t generate essays 

too short (e.g., 11 words). In general, it generates an essay with adequate length to 

answer a prompt unless you give more information (or a revised prompt) for a longer 

essay. Our results show that, given a prompt, the essays that GPT-3 generated were 

not greatly different in lengths with its parameter settings. GPT-3 did generate longer 

essays with modified prompt with additional information included in the prompt. In 

Table 1, GPT-3 generated essays with lengths from 109 to 214. It can’t generate an 

essay with only 11 words, and it couldn’t generate an essay with more than 600 words 

for the same unmodified prompt.  

We examined the whole range of essay features including but not limited to grammar. 

Given the space limit, we only illustrated a few in the paper. On examining the essay 

features, for both human and AI-generated essays, all the essay features extracted were 

within the normal ranges of their numerical values. Features 1, 2, and 3 were part of 

the standard features from the automated scoring engine. Again, for test security, we 

did not list the specific feature names. These features generally correspond to writing 

style, mechanics, usage, and grammar. We refer readers to Attali & Burstein (2006) 

for more details.   

The AI-generated essays demonstrated the same characteristics consistently across all 

essays with different lengths. However, there were some salient feature differences. 

For example, all the AI-generated essays had zeros on Feature 3, as compared to the 

negative values for human-written essays. Feature 3 is about grammatical errors. It 

was found that this discrepancy was consistent across all the AI-generated essays re-

gardless of essay lengths. This indicates that AI essays (GPT3_1 -  GPT3_4) did not 

commit any common human errors, i.e., zero scores on Feature 3, for which even good 

writers still make (e.g., high scored human essay H4) among other characteristics. 

Thus, AI essays would receive higher scores either scored by human raters or by e-

rater® due to few or no common human errors. This result is consistent with other 
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research findings that AI text generators make less grammatical errors (Crothers, et 

al, 2023).  

In this study, we didn’t recruit human raters to score the AI-generated essays. Given 

the e-rater® engine is built based on millions of human raters’ scores and extensively 

evaluated on several hundreds of thousands of human essays at each year over the last 

decades, it is expected that human scoring of AI-generated essays has a large variation 

compared to the e-rater® scoring of the same essays. Thus, human scoring of AI-

generated essays could be very unreliable and is not appropriate nor cost effective. 

 

3.2 Feature Exploration - Large Sample 

For the study on the large sample, the distributions of empirical lengths of both sets 

of essays are plotted in Figure 3. By inspection, the AI-generated sample yielded a 

slightly larger mean and variance. However, both distributions showed approximately 

the same essay length range, which ensures that the AI-generated essays cannot 

simply be identified by the length.  

 

Figure 3  

Essay Length Distributions  

 

 

To gain insight into the similarity of the AI-generated essays, the share of pairwise 3-

gram cosine similarities that exceed a given similarity threshold is plotted in red in 

Figure 4 as a function of the threshold. The shares of pairs exceeding a given threshold 

are also plotted in blue and teal, respectively, in Figure 4. In general, the AI-generated 

essays were more similar to each other than the human-written ones, but not by a large 
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margin. For example, only one in a thousand AI-generated pairs exceeded a cosine 

similarity threshold of 0.1. Moreover, the similarity profile of the mixed sample in 

teal, was almost identical to that of the human-only sample, particularly at threshold 

values larger than 0.05. However, although the 3-gram cosine similarity is widely used 

in practice, it might not be the best measure in this context. Ongoing research at ETS 

has shown that classifiers based on an ensemble of different similarity measures per-

form significantly better and can provide additional evidence in practice.  

 

Figure 4  

Essay Length Distributions vs. Essay Similarity Profile 

 

 

Next, we evaluated the features in Table 1 for the large sample of human-written and 

AI-generated essays. Given the large sample size, rather than presenting the exact 

values for each essay feature, we provide the means and standard deviations of the 

feature values based on the 4,000 AI and human essays respectively. In particular, 

adding artificial typos to AI-generated essays reduced the number of zero values in 

Feature 3 as observed in the small-sample case, though there are still differences 

among other features.   
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Table 2 

Comparison of Human and AI-generated Essays – Large Sample 

Essays  LENGTH  Feature 1  Feature 2 Feature 3  

HUMAN  

mean  

STD  

  

340.4748  

84.7216  

  

3.8294  

0.3456  

  

1.9597  

0.3450  

  

-0.1796  

0.0704  

AI  

MEAN  

STD  

  

363.5910  

147.6294  

  

3.7997  

0.3846  

  

2.0014  

0.4669  

  

-0.1715  

0.0714  

  

Moreover, the scores assigned to the essays by e-rater® contained some helpful infor-

mation. For example, as seen in Figure 5, AI-generated essays were significantly more 

likely to get the best and second-best scores while also being more likely to get the 

worst score.
5
 On the other hand, human-written essays were more likely to get average 

scores. These differences demonstrate that AI tools can help test takers to obtain spu-

riously high scores on essay exams. In our experiment, almost 75% of the AI-gener-

ated essays scored 4 or higher, with over 20% getting the top score of 5. In compari-

son, the top score was assigned to only 2.5% of the human essays. 

 

Figure 5 

Score Distributions 

 

 

5 Given the relatively high sampling temperature we used when generating the essays, some of these are 

cases where GPT-3 started generating nonsense or even random symbols after some time. This phenom-

enon is known as text degeneration and has been studied in, for example, (Holtzman et al., 2020). 
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3.3 Detector based on a fine-Tuned RoBERTa Model 

We fine-tuned the large variant of the pre-trained RoBERTa model using a data set of 

8,000 essays, 4,000 of which are AI-generated with spelling mistakes added. 60% 

(4,800 essays) of the data set was used for training, and 20% (1,600 essays) were used 

for validation and evaluation, respectively. We used the ADAMW variant of stochas-

tic gradient descent (Loshchilov, 2017) with a batch size of 32 and a learning rate of 

4x10-5 to fine-tune the network. The evaluation loss was minimal after four epochs. 

On our test set, the fine-tuned RoBERTa-based detector achieved an accuracy (per-

centage of correctly identified essays) of 99.75%, mislabeling two essays in each 

class. 

Although this high detection accuracy is promising, a drawback of the RoBERTa-

based detector is that it is a black-box. Upon the development of the detector, there is 

little information about how the features and characteristics of the two classes of es-

says determine the detection results. However, given the high-stakes nature of many 

writing assessments, transparency is often critical for validity evidence collection. 

Therefore, it is worthwhile to further explore the development of a detector that uses 

explicit, well-defined features that provide insight into what features of a flagged es-

say characterize it as AI-generated.  

 

3.4 Detector based on e-rater® Features and Support Vector Machine 

A support vector classifier (SVC) using radial basis functions consistently performed 

well in terms of detection accuracy. The support vector classifier attained an average 

accuracy of approximately 96%. Figure 6 shows the detector's performance in terms 

of the confusion matrix (left) and ROC (right).  
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Figure 6 

Performance of the Detector Based on e-rater® Features  

  

Note: Left: Confusion matrix. Right: ROC curve 

 

Our further investigation also revealed that a relatively small subset of the e-rater® 

features already contained a large amount of information about whether an essay was 

AI-generated. This is illustrated in Figure 7 plotting the average (over five cross-val-

idation folds) accuracy of the SVC detector as a function of the number of features. 

The best features were chosen greedily via sequential forward selection. The top three 

features were already enough to attain 90% accuracy. Moreover, the detector's perfor-

mance started to plateau after approximately 15 features. These most discriminative 

features overlapped with the features we discussed before. For test security, the fea-

tures are not listed explicitly to avoid potential gaming of our tests.  

 

Figure 7 

Classification Accuracy as the Number of Features Changes 
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4 Discussion 

This paper presented an empirical study to investigate the systematic difference be-

tween AI (GPT-3) generated and human-written essays based on samples from a 

large-scale writing assessment. As the first research on detecting AI-generated essays 

in educational assessment, we also developed two detectors for AI-generated essays 

and established benchmark reference classification accuracy based on our samples. 

By applying ETS e-rater® to both human-written and AI-generated essays, AI-gener-

ated essays showed fewer grammar errors and other errors. Most AI-generated essays 

were scored higher by e-rater®, which justifies the motivation of using AI in gaming 

tests. Both the e-rater® feature-based and the pretrained-RoBERTa-based detectors 

can detect AI-generated essays with high accuracy. In summary, the main findings of 

this study are summarized as follows. 

1. State-of-the-art large language models can generate essays in response to 

writing prompts that are, in many aspects, indistinguishable from human-

written essays for untrained readers and general-purpose automated scoring 

systems such as e-rater®. 

2. AI-generated essays showed statistical anomalies compared to their human-

written counterparts. In particular, there are no spelling and grammar 

mistakes in AI-generated essays.  

3. Fine-tuned large language model can detect AI-generated essays with great 

accuracy, exceeding 99% in our experiments. 

4. Traditional classifiers based on e-rater® features with SVM do not perform 

as well as the pre-trained model but still reached accuracies around 95% in 

our experiments.  

5. Some features extracted by e-rater® are quite different between human-

written and AI-generated essays. 

  
Though the detectors explored in this study are promising, the current study has sev-

eral limitations. First, the AI-generated essays used in this study were based on limited 

variations of the prompts used to interact with the large language models. For exam-

ple, we did not generate grammar mistakes, and assuming the error frequency to be a 

global parameter is an oversimplification. However, since our aim was not to model 

human writing but human copy-typing, we considered the chosen approach reasonable 

approximation. It is known that different ways of prompting the large language mod-

els could lead to different quality of the generated texts. For example, instead of only 

providing the prompt, GPT-3 could be given several examples of well-written essays. 

Alternatively, the model could be fine-tuned based on feedback on the generated es-

says. Hence, the samples used in this study (though a reasonably large sample) could 

underestimate the variation of AI-generated essays. In a future study, we will explore 

modified prompts with added prompt information, introduce more variations to the 

prompt texts, and increase the sample size to approximate wider range of real-world 

AI-generated essays.  
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Second, the AI-generated essays used in this study were mostly intact except for some 

typos being added. In real-world applications, people are more likely to make more 

revisions and edits on top of AI-generated texts, which will reduce the differences 

revealed in this paper.  Therefore, it is possible that the difference will eventually 

diminish if enough edits are applied. Considering other information, such as the key-

stroke writing process, could help resolve this issue (Hao, 2023).  

Third, the length distribution of the essays generated from GPT-3 used in this paper 

did not completely match with that from human-written essays. This is because the 

GPT-3 does not strictly follow our requests and prompts for the number of words in 

its generated essays. An improved comparison could include some resampling to 

make the length distribution of the samples closer. Meanwhile, the comparison in this 

paper is based on four writing prompts and the generalizability of the findings to a 

broader range of prompts is unclear.  

Finally, in this study, we did not comprehensively compare the essays generated by 

different large language models but mainly focused on GPT-3. It is plausible to expect 

that essays generated by different large language models could bear different features.  

The findings from this study show that AI could generate human-like essays. Stake-

holders such as schools and testing organizations need to get prepared on detecting 

potential AI-facilitated essays submitted by students and test-takers. When scoring 

and evaluating essays submitted in high-stake assessment, questions center around 

potential misuse of AI in assessment should be highlighted and addressed: is the essay 

human-written essay or AI-generated essay or a combination of human and AI-gen-

erated essay? With the debut of ChatGPT, the assessment field faces new challenges 

due to potential misuse of generative AI technology in both low-stakes and high-

stakes assessment settings.  New approaches and solutions are needed to allow assess-

ment to take advantage of generative AI but not allow the gaming of assessment.  
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