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Abstract: 
International large-scale assessments are low-stakes tests for examinees and their motivation to 
perform at their best may not be high. Thus, these programs are criticized as invalid for 
accurately depicting individual and aggregate achievement levels. In this paper, we examine 
whether filtering out examinees who rapid-guess impacts country score averages and rankings. 
Building on an earlier analysis that identified rapid guessers using two different methods, we 
re-estimated country average scores and rankings in three subject tests of PISA 2015 (Science, 
Mathematics, Reading) after filtering out rapid-guessing examinees. Results suggest that 
country mean scores increase for all countries after filtering, but in most conditions the change 
in rankings is minimal, if any. A few exceptions with considerable changes in rankings were 
observed in the Science and Reading tests with methods that were more liberal in identifying 
rapid guessing. Lack of engagement and effort is a validity concern for individual scores, but 
has a minor impact on aggregate scores and country rankings. 
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Introduction 

Scores on achievement tests are considered valid indicators of individual achieve-
ment, assuming that the test-takers were sufficiently motivated to take the test and 
actively engaged with the test content (Eklöf, 2010). Examinees’ test-taking effort in 
achievement tests has been found to have significant impact both on their performance 
and on the psychometric properties of the test (Wise & DeMars, 2005). In low-stakes 
international large-scale assessments (ILSA), where test-takers face minimal or no 
personal consequences, they may not be motivated to perform at their best (Lee & 
Chen, 2011). For instance, examinees who respond to a test item rapidly without pay-
ing attention to the item content are expected to perform worse on average, compared 
to those who engage in a solution behavior (Wise, 2017).  

Examinee behavior at the item level can be classified as rapid guessing if a response 
is given very fast, without the test-taker reading and thinking about the item question; 
responses given after a certain time threshold are considered as solution behavior 
(Wise & Kong, 2005). Much of the literature has been concerned with different ways 
of distinguishing rapid guessing from solution behavior via a threshold, as summa-
rized in Wise (2017); a threshold could be fixed for all items comprising a test, or 
item-specific determined visually or through modeling, based on item characteristics, 
or normative sample data.  

Wise and Kong (2005) proposed an approximate indicator of overall effort on an en-
tire test, termed response time effort (RTE), as the proportion of item-level responses 
for which an examinee exhibited solution behavior. In a metanalysis by Silm, et al. 
(2020) RTE was found to be highly associated to test performance, with a much higher 
effect size than self-reports of effort. 

Studies with ILSA data have confirmed this strong correlation between RTE and 
achievement scores on tests (Michaelides et al., 2020; Michaelides & Ivanova, 2022; 
Pools & Monseur, 2021). Examinees who engage in more rapid guessing behavior 
perform lower than their peers, thus, their individual scores may underestimate their 
achievement levels and invalidate test outcomes. Consequently, aggregate scores, 
such as those at the country level, may be biased downwards and if there are cultural 
differences in test-taking effort, the validity of country-level comparisons may be 
harmed (Debeer et al., 2014; Goldhammer et al., 2016). 

At the same time, ILSA results may have significant implications for jurisdictions and 
institutions, making them high-stakes at the policy level. When confronted with unfa-
vorable performance outcomes and declines in scores, politicians, teacher unions, and 
other interested stakeholders seek to explain the low performance. One plausible jus-
tification for suboptimal country performance is the low interest and effort exhibited 
by test-takers. However, initial empirical evidence about test-taking effort does not 
support this claim, at least not universally. In interviews with Norwegian PISA par-
ticipants stated that they were generally motivated to do their best in the low-stakes 
PISA study (Hopfenbeck & Kjærnsli, 2016). Test motivation and performance on a 
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short version of the PISA test did not significantly change even after experimentally 
manipulating the stakes of testing in German 9th-graders (Baumert & Demmrich, 
2001). In self-reports of intended effort and test behaviors across vignettes of varying 
personal stakes, Zhao et al. (2020, 2022) found no differences with Shanghai students, 
and some differences in New Zealand students. Finally, Gneezy et al. (2017) showed 
that experimental manipulation of incentives in achievement tests, had an effect on 
scores in high schoolers in the US, but not in Shanghai. 

In the context of cross-country comparisons, studies have documented variations in 
test-taking effort across countries when examinees self-report the effort they invest on 
a test in surveys of Trends in International Mathematics and Science Study (TIMSS; 
Eklöf, et al., 2014) and Programme for International Student Assessment (PISA; 
Eklöf, 2015). When item response times, which are considered less susceptible to re-
sponse biases, are employed as measures of effort, engagement, or rapid guessing, 
country differences have also been reported in the Programme for the International 
Assessment of Adult Competencies (Goldhammer, et al., 2016) and PISA (Azzolini, 
et al., 2019; Guo & Ercikan, 2020; Michaelides & Ivanova, 2022). Many of these 
studies have additionally highlighted heterogeneous associations between the measure 
of effort used and test performance across country samples. 

A separate question is whether differential test-taking effort by examinees across 
countries has an influence on aggregate scores (Zamarro et al., 2019) and on country 
rankings. Rios and Guo (2020) found that despite differential noneffortful responding 
in four countries which were administered a college-level critical thinking test, filter-
ing out noneffortful responses did not change country rankings. Guo and Ercikan 
(2020) studied nine PISA participating jurisdictions and found no substantial impact 
on country rankings when examinees with low response time effort indicators were 
excluded. 

The purpose of this paper was to examine the impact of filtering out examinees with 
low test-taking effort, operationalized as low RTE, on country average scores and 
rankings in a large and comprehensive sample of PISA jurisdictions; countries partic-
ipating in the 2015 computerized administration of PISA Science, Mathematics, and 
Reading assessments were included. Response time data by item were used to identify 
rapid guessers in two ways: a fixed 5-second and a more liberal 15% normative thresh-
old. Based on the strong association of RTE with test performance, we hypothesized 
that country averages would increase after filtering out rapid guessers, especially with 
the more liberal threshold. Although the average increases would be different for each 
country after the filtering, we did not anticipate noticeable changes in country rank-
ings since all would shift upwards. 
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Method 

Sample  

The study relies on a sample of 56 PISA 2015 countries or jurisdictions that adminis-
tered the computerized version of the assessment and was analyzed in Michaelides 
and Ivanova (2022)1. A two-stage sampling design was implemented within nearly all 
countries: at least 150 schools with 15-year-old students were sampled and then 42 
students were typically selected from each school (OECD, 2017). While a minimum 
sample of 5250 students was targeted in each country, the country samples ranged 
from 3371 to 23141 for Science which was the major subject in PISA 2015. Not all 
students responded to subject tests that were not major in the assessment cycle. Coun-
try-specific sample sizes ranged from 1396 to 9288 for Mathematics and from 1374 
to 9317 for Reading. 

 

Measures 

The PISA data used for the study are freely available at 
https://www.oecd.org/pisa/data/2015database/. The computerized administration of 
PISA 2015 included a two-hour assessment: one hour was devoted to Science, and 
one hour on one or two different subjects, Mathematics, Reading, or Collaborative 
Problem Solving (OECD, 2017a), hence the sample sizes for each subject were dif-
ferent. The “cognitive items total time/visits data file” provides the total time spent by 
a student on each item. As described in Michaelides and Ivanova (2022), the variables 
for total time spent on an item were used to obtain two measures of rapid-guessing 
behavior at the item level: (a) a fixed 5-second threshold to flag very rapid responses 
(including rapid omits) and (b) an item-specific normative threshold based on the 15 
% (NT15) of the item mean response time (Wise, 2019) in the country sample. For 
each examinee, the overall test-taking effort in the subject test was calculated as the 
proportion of responses on which a student did not engage in rapid-guessing (Wise & 
Kong, 2005). Therefore, each examinee had two alternative RTE scores based on the 
fixed and the NT15 thresholds. We considered the fixed 5-second threshold, an indi-
cator also utilized in PISA reports, as an identical cut-off for all items which ignores 
item features and provides a conservative way of flagging rapid guessers (i.e., in-
creased risk for Type II error). The normative threshold is item specific and depends 
on item and sample features, which is pertinent for PISA items that tend to be com-
plex, occasionally long and of varying types. The NT15 is also more liberal and allows 

 
1 Three jurisdictions, Massachusetts, North Carolina, and Spain (Regions), were excluded from the sample 

of 59 jurisdictions analyzed by Michaelides & Ivanova (2022), so the sample in the current paper is 56. 
Following a reviewer’s suggestion we extended the analysis in the current paper to include the Science 
test, which was not studied in the 2022 paper. 
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for identifying more rapid guessers, considering both the probability of identification 
of false positive and false negative lack of effort (Linder et al., 2017).   

Under a matrix sampling design, each examinee responds to a subset of the total item 
pool (OECD, 2017b). PISA estimates ten plausible values for each individual in every 
subject test using item response theory scaling as a proficiency estimate. The “cogni-
tive item data file” includes scored variables for each item response and the ten plau-
sible values per domain for each examinee, which were used as achievement 
measures.  

 

Statistical Analysis 

For each country, we merged the individual RTE scores with the corresponding plau-
sible values. The final student sampling weight variable provided in the PISA student-
level dataset was used in all subsequent analysis to allow for representative estimates 
of student proficiency. The average score and the rank for each country was estimated. 

In the filtering analysis, we removed students who had (a) an RTE < 1, which means 
that they responded rapidly on at least one item, and (b) an RTE < .95, which means 
that they responded rapidly on more than 5 % of the items in their test. RTE was 
estimated in two ways: fixed 5-seconds, and NT15. The analysis was performed sep-
arately for the Science, Mathematics, and Reading tests. After each filtering method, 
the average scores and ranks for all countries were re-estimated.  

Finally, because Mathematics and Reading were not the major subjects in the assess-
ment, not all students within a country received tests in Mathematics and in Reading. 
However, PISA reports plausible values for all students via imputation. We repeated 
our filtering analysis using the complete country samples, and separately using only 
those students who actually received the Mathematics or the Reading test. Data files 
and R analysis code in R version 4.3.1 (R Core Team, 2023) are available in OSF 
https://osf.io/m2pna/. 
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Results 

The percentage of examinees identified for rapid guessing differed by country. The 
average percentages and their standard deviations (SD) by threshold method and cri-
terion can be seen on Table 1. As expected, more rapid guessers were identified with 
the liberal NT15 than with the fixed 5-second threshold and – trivially – with an RTE 
< 1 criterion than with an RTE < .95. With Science being the longer test taken by all 
examinees in a country, larger percentages of rapid guessers were found compared to 
the other two subjects under all conditions. Under the fixed threshold, 6.84 % and 
12.73 % examinees per country were on average flagged as rapid guessers; under the 
NT15, the estimates more than doubled, showing more extensive rapid guessing be-
havior. In the other two subjects, the percentages of rapid guessers were small under 
the fixed 5-second threshold and about twice as high for Reading than for Mathemat-
ics. The percentages were similar for the two subject tests, with the NT15 threshold, 
but much larger than the stricter 5-second threshold. Finally, when only the examinees 
who took each test were considered (excluding those with imputed plausible values) 
rapid guessing was higher ranging from 3.39 % to 24.61 % depending on the method 
used. 

 

Table 1. 

Mean and standard deviation of the percentage of examinees filtered out from each 
country sample under different thresholds and criteria 
 

 Based on the entire country sample  Based on examinees who took the test 
(excluding imputed scores) 

 NT15<.95 NT15<1 Fixed<.95 Fixed<1  NT15<.95 NT15<1 Fixed<.95 Fixed<1 

Science assessment 
Mean 17.16 27.05 6.84 12.73  

n/a 
SD 6.57 7.82 4.46 6.15  
Mathematics assessment 
Mean 6.44 10.43 1.46 2.61  15.16 24.61 3.39 6.05 
SD 2.21 2.71 1.17 1.79  4.53 5.49 2.40 3.64 

Reading assessment 
Mean 6.78 10.27 3.20 4.94  15.94 24.20 7.43 11.52 
SD 2.92 3.42 2.10 2.77  6.15 7.13 4.30 5.65 

Note. NT15 = 15% Normative Threshold, SD = Standard Deviation 
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When examinees identified as rapid guessers were filtered out and country mean 
scores were re-estimated, all country scores increased. Average increases were larger 
in Science, followed by Reading, and smaller for Mathematics, where less rapid 
guessing was detected; larger increases were found under the NT15 than the fixed 5-
second threshold (Table 2). The average changes were very small in most cases, con-
sidering that the PISA scale has a standard deviation of 100 points. Standard devia-
tions of the increase were also small, suggesting minor differences in the impact of 
the filtering process on country averages. A noteworthy average increase that could 
exceed a fifth of a standard deviation was observed under the liberal NT15 threshold 
in Science, as well as in the other two subjects when examinees with imputed scores 
were excluded from the analysis. 

 

Table 2. 

Average increase (and standard deviation) in the country mean score after filtering 
out rapid guessing examinees under different thresholds and criteria 
 

 Based on the entire country sample  Based on examinees who took the test 
(excluding imputed scores) 

 NT15<.95 NT15<1 Fixed<.95 Fixed<1  NT15<.95 NT15<1 Fixed<.95 Fixed<1 

Science assessment 
Mean 17.77 25.22 7.35 12.14  

n/a 
SD 7.60 9.20 5.14 6.89  
Mathematics assessment 
Mean 5.43 7.05 1.44 2.28  14.31 20.09 3.48 5.63 
SD 2.19 2.49 1.14 1.55  5.76 7.31 2.61 3.69 

Reading assessment 
Mean 6.71 8.28 3.48 4.70  17.94 23.72 8.68 12.14 
SD 2.85 2.94 2.32 2.72  7.81 8.97 5.57 6.95 

Note. NT15 = 15% Normative Threshold, SD = Standard Deviation 

 

To further investigate whether these score increases are consequential, we re-esti-
mated the ranks of countries after filtering out rapid guessing examinees. Generally, 
in the list of 56 countries, changes (in absolute value) were small, especially under the 
fixed 5-second threshold compared to the NT15, which flags more rapid guessers 
(Figure 1). In Science, there were small changes in rankings after filtering; the median 
change was between one and two depending on the criterion. The modal change in 
ranking was one (or two under the NT15 < 1 criterion). The largest changes were 
observed in France, Israel, and Sweden (increase) and Ireland (decrease). In Mathe-
matics, when the entire country samples were considered (white boxplots in Figure 1) 
changes were minimal with a modal change of zero and a median of less than one 
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under all thresholds and criteria. When examinees with imputed plausible values were 
excluded (grey boxplots in Figure 1), the change in rankings after filtering was slightly 
higher with a mode of zero and a median change of at most one. The largest change 
was observed in the French sample (increase). In Reading, changes were more notice-
able: in the entire samples the modal change was typically zero and the median change 
was at most one. When the examinees with imputed plausible values were excluded 
the modal change was at most one, and the median change at most two; however, for 
a few countries, there were larger changes in Reading rankings: Israel and France 
(increase) and Macao (decrease). 

 

Figure 1. 

Boxplots for the change in country rankings by subject, threshold and criterion  
 

 

Note. White boxes show change in rankings when the entire country sample was considered and grey boxes 
when only examinees who took the test (excluding imputed plausible values) was considered. RTE = Re-
sponse Time Effort. 

 

 

Discussion 

Several technical characteristics in the design of ILSA guarantee reliable and valid 
scores: large, random samples to ensure representativeness within countries, matrix 
sampling to allow for broad content coverage for each subject, multiple item formats 
to evaluate many content areas, proficiency levels and skills, adaptive testing in digital 
administration for more efficient measurement. Reduced test-taking effort and disen-
gagement with the assessments constitute however, a considerable threat to score va-
lidity (Debeer et al., 2014; Wise & Demars, 2010). Unmotivated examinees 
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underperform on the test, and therefore aggregate scores do not reflect country per-
formance accurately. While reasonable, this claim has not been empirically tested. 
Some recent studies with a small number of countries suggested that filtering out 
rapid-guessing examinees did not impact country rankings (Rios & Guo, 2020; Guo 
& Ercikan, 2020). The current study included 56 countries that participated in the 
computerized administration of PISA 2015 for a more comprehensive test of the 
claim. 

Not surprisingly, removing examinees who provide rapid responses on some test 
items, leads to increased country average scores. This holds for all countries, since 
rapid guessing can be found globally in low-stakes ILSA (Michaelides & Ivanova, 
2022). There are cross-country variations in the rates of rapid guessing, which may be 
reflected in differential increases in country mean scores, but our findings showed that 
these differences were not large. Hence, the impact of filtering out rapid guessers is 
low in terms of rankings. Unlike the two studies which found no impact of filtering 
(Rios & Guo, 2020; Guo & Ercikan, 2021), we documented some changes, minor in 
almost all cases, because we considered a much larger number of countries in our 
comparison. Some countries have average scores that are very similar, so differential 
increases due to filtering, however small, may result in minor changes in rankings. 
Minimal effects of disengagement on aggregate statistics on a state summative assess-
ment in the US were also reported by Wise et al. (2021). 

The literature on test-taking effort and engagement is large with multiple suggestions 
on how to quantify this construct. After certain operationalizations based on self-re-
ports, behavioral indices based on item response time became more common as a re-
sult of the growth of computerized programs. There are however limitations in 
whether item response time can adequately describe effort, due to misclassifications 
that may occur: an examinee who responds quickly as a “rapid guesser” may be very 
skilled test-wise and knowledgeable, while one who does not respond rapidly is not 
really investing effort into attentively constructing a response. We limited our inves-
tigation to rapid guessing, defined as a rapid recording of a response below a certain 
threshold. We considered two types of thresholds: a strict, fixed 5-second one that 
minimizes misclassifications of rapid guessers, and a more liberal, item-specific nor-
mative threshold (15% of mean item response time). As expected, the NT15 resulted 
in slightly larger changes than the fixed one. This implies that the way examinees are 
labeled as rapid guessers and filtered out can be consequential in the outcomes of the 
assessment.  

Another positive aspect of the analysis was the filtering criterion: excluding any ex-
aminee who rapid guessed even just one item, or more than 5% of the items. This 
sensitivity check revealed minor differences as well, with increased impact when 
methodological decisions flag more examinees as rapid guessers. Listwise deletion of 
examinees based on indications of item-level rapid guessing, leads to inflated means 
when ability correlates with careless responding (Rios et al., 2017); moreover, in the 
case of studies with sampling procedures designed to ensure representativeness to a 
population, it may impair the inferences drawn from the purified samples. 
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Instead of filtering out rapid guessing, test-taking behavior can alternatively be con-
ceptualized as an informative variable relevant to real-life behavior. With data from 
just three countries, Pohl et al. (2021) have shown that if speed and response propen-
sity are included in the estimation of test outcomes along with ability estimates will 
result in changes in country rankings. This alternative idea also highlights the depend-
ency of results on how a construct like test-taking behavior is operationalized, as well 
as how behaviors like speed and response propensity are weighted together with abil-
ity in producing a test outcome. 

The study of the impact of rapid guessing filtering on rankings would benefit by rep-
licating this analysis with additional studies, or datasets, e.g., TIMSS. Further research 
on alternative ways of classifying examinees as disengaged, like clickstreams or num-
ber of actions (Ivanova et al., 2020; Ivanova & Michaelides, 2023; Tang et al., 2023) 
would also help generalize the robustness of this finding. Finally, the minor impact of 
filtering out rapid guessing examinees on country rankings shown in this paper, should 
not be interpreted as inconsequential. Test-taking effort and engagement with the test 
are more consequential at the individual examinee level (Wise et al., 2021). Ways to 
reduce rapid guessing and increase attentive engagement with the test (cf. Lee & 
Chen, 2011) would dramatically benefit individual achievement, in low- as well as in 
high-stakes testing situations. 
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