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Application of evolutionary algorithm-
based symbolic regression to language 
assessment: Toward nonlinear modeling  

Vahid Aryadoust1 

Abstract 

This study applies evolutionary algorithm-based (EA-based) symbolic regression to assess the 
ability of metacognitive strategy use tested by the metacognitive awareness listening questionnaire 
(MALQ) and lexico-grammatical knowledge to predict listening comprehension proficiency among 
English learners. Initially, the psychometric validity of the MALQ subscales, the lexico-
grammatical test, and the listening test was examined using the logistic Rasch model and the 
Rasch-Andrich rating scale model. Next, linear regression found both sets of predictors to have 
weak or inconclusive effects on listening comprehension; however, the results of EA-based sym-
bolic regression suggested that both lexico-grammatical knowledge and two of the five metacogni-
tive strategies tested predicted strongly and nonlinearly listening proficiency (R2 = .64). Constrain-
ing prediction modeling to linear relationships is argued to jeopardize the validity of language 
assessment studies, potentially leading these studies to inaccurately contradict otherwise well-
established language assessment hypotheses and theories. 
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Nomenclature 

EA Evolutionary algorithm   

√x Square root sin Sine 

BEC Business English certificate sma Simple moving average  

cos Cosine tan Tangent 

EFL English as a Foreign Language tanh Hyperbolic tangent 

exp Exponents wma Weighted moving average 

log Natural logarithm  δ Vocabulary knowledge 

MAE Mean absolute error  ζ Grammar knowledge 

MALQ Metacognitive awareness listening questionnaire  η/DA Directed attention 

MC Multiple choice  θL Academic listening proficiency 

MSE Mean squared error  κ/MT Mental translation 

n! Factorial  λ/PK Person knowledge 

R Correlation coefficient Μ/PE Planning & evaluation 

R2 R Square ξ/PS Problem solving 

 

 

Linear regression is one family of linear mathematical functions that has been widely 
used in predictive modelling and achieved some degree of success in language assess-
ment. Linear regression seeks to create mathematical solutions by which to predict out-
put values from input values. A simple linear regression model can be mathematically 
expressed as follows: 

 γ = α + β χ1 (1) 

 , where 

 γ = output value or dependent variable, 

 χ = input value or independent variable;  

 β = slope, and  

 α = intercept. 

The χ value is chosen to predict γ with as high accuracy as possible. In practice, howev-
er, some data points often fall far from the linear regression line. These data points are 
known as “outliers,” and the presence of multiple outliers can affect the linearity of data 
and consequently worsen the model’s fit and predictive power (Keith, 2006). As such, 
outliers are generally pruned in expert-informed predictive models (Hair, Black, Babin, 
& Anderson, 2010); otherwise, the yielded equation usually provides a relatively impre-
cise profile of the relationship between input and output data. This process destroys 
(valid) data, and although nonlinear data distant from the linear regression line may 
appear to be chaotic, random, or “useless,” in reality it reflects the influence of networks 
of interrelated variables likely with meaningful interactions, which remain unexplored by 
linear models (Alamir, 1999). 

Furthermore, destroying outlying data is typically not enough to render linear regression 
models highly accurate. A quick survey of the available literature shows that the average 
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precision of regression models, as indicated by their correlation coefficients, is approxi-
mately 0.40, suggesting an inherently nonlinear (or less linear) relationship between the 
variables examined. Linear models may be able to predict part of the data near the re-
gression line, but will estimate the large proportion of data lying distant from the line 
with significant imprecision (Keith, 2006).  

As a final issue, most studies applying linear regression do not attempt to test their postu-
lated models with new data sets to examine whether their findings can be replicated 
(Keith, 2006). While this is not an intrinsic problem of regression modelling, lack of 
validation samples can question the credibility of the models yielded in linear regression 
analysis.  

This set of methodological problems suggests that many of the conclusions drawn from 
linear regression studies in language assessment research may be oversimplified and 
imprecise. Rather than defining imprecise linear models or omitting data points that 
cause “error,” researchers can use a flexible data analysis technique to pinpoint the struc-
ture of both the linear and nonlinear elements of the data and test it across an unseen 
sample (Koza, 2010). Evolutionary algorithm-based (EA-based) symbolic regression, 
also called symbolic function identification, seeks to identify influential independent 
variables by discovering the mathematical functions that fit the data (Fogel & Corne, 
1998). Symbolic regression builds models using the symbolic functional operators se-
lected by the researcher, and then by applying a genetic programing algorithm which 
results in the selection of input variables and a final set of models (Koza, 2010). To 
choose the best model from this set, the researcher can use a number of fit and im-
portance statistics (Schmidt & Lipson, 2009).  

To demonstrate the application of EA-based symbolic regression, this study uses data 
from a listening test, a vocabulary test, a grammar test, and the metacognitive awareness 
listening questionnaire (MALQ) (Vandergrift & Goh, 2012). Although both lexico-
grammatical knowledge and metacognitive strategies have been posited to predict per-
formance in listening comprehension tests (e.g., Buck, 2001; Goh, 2000; Vandergrift & 
Goh, 2012), neither set of variables has received enough empirical examination. Meta-
cognition dimensions have been modelled as sole predictors of listening proficiency 
(Goh & Hu, 2014), but the exclusion of other important variables such as lexico-
grammatical knowledge and the imposition of linear relationships between listening 
proficiency and metacognition has led to a low level of precision in prediction. Lexico-
grammatical knowledge remains similarly underevaluated as a predictor of listening 
comprehension. 

Evolutionary algorithm-based symbolic regression  

Evolution in natural systems gives rise to behaviors that are optimized […] In an 
analogy to natural systems, the evolutionary process itself can be modelled on a 
computer and applied to problems where heuristics are not available or generally lead 
to unsatisfactory results […] The advantages of this approach include its conceptual 
simplicity, broad applicability, ability to outperform classical optimization proce-
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dures on real-world problems, and ease of hybridization with existing methods and 
data structures [....]. (Fogel & Corne, 1998, pp. 19-20) 

 
Unlike the linear and quantile regression methods used in predictive modelling, which 
assume and impose a priori mathematical structures on the data and use the data to esti-
mate the parameters of models reflecting those structures, EA-based symbolic regression 
seeks to “breed” and “evolve” the most fitting mathematical solutions (Schmidt & Lip-
son, 2009) by searching among a population of potentially optimal solutions (Fogel & 
Corne, 1998). Both predictive modelling and symbolic regression involve a selection 
process to disqualify inappropriate mathematical solutions; however, the key advantage 
of symbolic regression over classical predictive models is that the selection and refine-
ment of best solutions take place at the level of individual data points rather than the 
entire dataset. Using fit information from each data point, symbolic regression generates 
and evolves an ensemble of mathematical solutions, among which the researcher chooses 
the relatively better-fitting model by comparing the models’ simplicity, precision, and fit 
(Schmidt & Lipson, 2010).  

Data analysis in symbolic regression 

Symbolic regression determines influential variables and estimates parameters in several 
stages, including operator selection, model solving, and model selection. 

Operators 

Symbolic regression initially yields a set of mathematical functions from the building 
blocks specified by the researcher (McRee, 2010). These building blocks consist of a 
number of mathematical functions, or operators, which are categorized into three groups 
on the basis of their complexity:  

1. Level 1 operators: simple functions, such as summation (+), negation (-), and multi-
plication (*); 

2. Level 2 and level 3 operators: more complex functions such as division (÷) and trig-
onometric and circular functions such as sine, cosine, and tangent functions; and   

3. Level 4 and level 5 operators: highly complex functions such as exponential func-
tions (e.g., natural logarithm and square root) and inverse trigonometric functions 
such as arcsine, arccosine, and arctangent (Schmidt & Lipson, 2010).  

Model solving 

Following operator selection, symbolic regression uses evolutionary algorithms (EAs) 
which imitate some of the mechanisms of Darwin’s theory of evolution, such as mating, 
reproduction, and selection (Fogel, 1999; Schmidt & Lipson, 2008). EA-based symbolic 
regression begins with an initialization stage, in which the first generation of mathemati-
cal functions potentially fitting the data (“solutions”) is randomly generated and varied; 
next, the fit of each of these potential solutions is evaluated with reference to one or 
more fit indices (Gwiazda, 2006). Based on the results of these fit indices, the fittest of 
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the solutions are chosen as “parents,” and reproduce new solutions (“offspring”) for use 
in successive iterations (“generations”). 

EA-based symbolic regression must maintain diversity in successive generations of 
solutions; otherwise the process will end in “premature convergence” (Schmidt & Lip-
son, 2010, 2011), stagnation based on the early convergence of solutions around a subop-
timal solution point called a local optimum. This early end precludes significant im-
provements to the fit and precision of the solutions. Multiple methods have emerged to 
preclude EAs from premature convergence, among which Eureqa (Nutonian, n.d.a), the 
software package used in the present study, uses three: crossover, mutation, and age-
fitness Pareto optimization. 

Crossover is a process by which two or more parent solutions are taken to reproduce one 
or more child solutions, or “offspring” (Holland, 1975). In this study, Eureqa applies a 
one-point crossover: a random point on each parent solution is taken, and each parent 
function is divided into sections before and after the crossover point. These four sections 
are combined into two child solutions, one with a beginning from the first parent and an 
end from the second, and one with a beginning from the second parent and an end from 
the first. These two child solutions replace misfitting solutions from the previous genera-
tion (Koza, 2010; Schmidt & Lipson, 2008). 

Mutation is another mechanism by which a single solution is partially or entirely altered 
to generate a potentially better solution (Gwiazda, 2006; Holland, 1975). Mutation is 
designed to be relatively rare: 50% of functions go through crossover, but only 1% go 
through mutation (Michalski, 2000). Mutation helps prevent premature convergence by 
increasing the diversity among solutions. 

Better-fitting operators have a higher chance of being selected for both crossover and 
mutation (Schmidt & Lipson, 2010). Individual operators’ probability of selection is a 
function of their “average progress” (Nicoară, 2009), which is estimated from the outset 
of the evolution process using the following formula: 
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, where  

Πi(x) = operator x’s progress at the ith application, and  

║x║= the frequency by which x is applied. (Nicoară, 2009, p. 91) 

Following the application of every operator, the EA algorithm updates its probability of 
selection using the following formula: 
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, where  

OPi = an operator in the x operator’s class, and  
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δx ∈ (0,1) = the minimum index of “selection probability” for the operator. (Nicoară, 
2009, p. 91) 

All operators are initially assigned the same probability, and this probability is continual-
ly updated according to the progress of the operator. 

A third mechanism used in Eureqa to avoid premature convergence is age-fitness Pareto 
optimization, in which evolving populations of solutions are selected based on two di-
mensions: age – how long the solution has been present in the population – and fit to the 
data (Aryadoust, 2015a; Schmidt & Lipson, 2010). Age-fitness Pareto optimization 
chooses the youngest and fittest solutions, and, over generations, attempts to minimize 
error, improve fit, and maximize the models’ predictive power (Schmidt & Lipson, 
2011). Schmidt and Lipson (2010) showed that this optimization technique outperforms 
other available techniques such as deterministic crowding and age-layered optimization. 
Figure 1 presents a schematic representation of this optimization technique, plotting the 
error of measurement (the inverse of fit) against age. 

When multiple computers are connected to maximize the processing speed of model 
estimations, some computer packages, including Eureqa, use an island model for paral-
lelization, in which large numbers of potential solutions are partitioned into several inde-
pendent islands evolving independently, each worked on by an independent computer. At 
particular intervals, some of the solutions on each island randomly migrate to other is-
lands on other computers to preclude premature convergence. This process often yields 
multiple optimal solutions, the best of which is chosen on the basis of its simplicity, fit in 
the validation sample, sensitivity of parameters, and consistency with the postulated 
theoretical frameworks (Guyon & Elisseeff, 2003). 

Unlike traditional algorithms, in which only one best solution is maintained, EAs main-
tain an entire population of the fittest solutions (Koza, 2010). This feature confers an 
important advantage over the traditional approaches: it helps EAs avoid local optimum 
traps. Local optima are the solutions that are optimal among a subpopulation of neigh-
boring solutions, but which are not optimal among all possible solutions in the popula-
tion (Koza, Keane, & Streeter, 2003). When algorithms become trapped in local optima, 
they likely miss better solutions available among other subpopulations. 

Figure 2 summarizes the aforementioned mechanisms of EA-based symbolic regression, 
as applied in the Eureqa software package. 

Model selection 

Choosing the optimal model in symbolic regression entails examining existing models 
based on three primary criteria: the fit metrics of the cross-validation subsample or sub-
samples, sensitivity statistics (see Methodology), and the size and complexity of the 
model. This section discusses some of these criteria with reference to the Eureqa soft-
ware package, although the discussion can be generalized to other software. 

To assess whether the best-fitting solutions are generalizable to untested data, EA-based 
symbolic regression divides the sample into training and cross-validation subsamples.  
 



Application of evolutionary algorithm-based symbolic regression ... 307

 
Figure 1: 

Illustration of the age-fitness Pareto optimization (modified from Schmidt & Lipson, 2010). 
As new generations are created, the error of measurement reduces and fit improves.   

 

 
Figure 2: 

Schematic representation of EA-based symbolic regression as applied in Eureqa software 
package. As the search progresses, Eureqa attempts to find a simpler solution with better fit 

(per the selected error metric) and discard more complicated and less accurate solutions.  

 
The first subsample is used to generate accurate solutions, and the second subsample is 
used to assess the performance of the chosen optimal solution. Cross-validation helps 
prevent overfitting, which occurs when a model describes error of measurement instead 
of the constituent structure of the data (Leinweber, 2007). Since the training stage algo-
rithm attempts to maximize the fit of the solutions to the training sample data, the yield-
ed solutions can only be evaluated by verifying them across an unknown sample (Lein-
weber, 2007). 

Eureqa further evaluates the solution verified in cross-validation against a second held-
out sample. Assessing the precision of the solution across a second untested sample 
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provides further evidence supporting the cross-validated solution, allowing researchers to 
posit stronger data-driven theories. In addition, this validation process can also help 
researchers choose among competing solutions which fit the test data equally well. This 
supplementary cross-validation process has very rarely been applied in language assess-
ment research, and predictive studies replicating previous research have often neglected 
to verify the parameters in their own models (Zhang, Goh, & Kunnan, 2014).  

Fit statistics. Multiple fit statistics are used to assess the efficacy of the cross-validated 
solutions, as follows: 

1) Mean absolute error (MAE): assuming that error of measurement follows a double-
exponential distribution, MAE estimates the difference between predicted and ob-
served values. The closer the MAE to zero, the higher the precision.  

2) Mean squared error (MSE): like MAE, MSE estimates the difference between the 
predicted and observed values. Unlike MAE, however, MSE assumes that error of 
measurement is normally distributed. Lowe MSE indices indicate higher precision.  

3) Correlation coefficient (R): ranging between 0 and 1, the R index quantifies the cor-
relation between observed and predicted values. Values above 0.7 indicate significant 
correlation between model-estimated and actual output. 

4) R2 goodness of fit: The R2 index indicates the percentage of output (values of the 
dependent variable) that can be explained by the input or independent variables. It 
ranges between 0 and 1, with values closer to 1 indicating higher predictive power.  

 

Eureqa assigns each operator in the solutions a numerical value indicating its complexity. 
For example, addition and negation have a value of 1, whereas logistic and step functions 
have a value of 4. The total complexity of each solution is the sum of the complexity 
values of the operators used in that solution. As less complex models with low errors of 
measurement are desirable, sometimes the researcher has to make a trade-off between 
complexity and fit by choosing less complex models over more complex models with 
slightly better fit statistics (Schmidt & Lipson, 2010). The researcher can also base this 
decision on the sensitivity of each input variable, estimated according to its frequency of 
occurrence across all solutions, as well as the sensitivity or relative impact of each input 
variable on the output within each model. 

Rationale for using EA-based symbolic regression in language assessment 

EA-based models are particularly well-suited for language assessment applications for 
several important reasons. First, like linear regression, EA-based models generate a 
quantitative estimate of the relationship between input and output variables and are 
therefore appropriate for parameter optimization (Koza, Keane, & Streeter, 2003). How-
ever, unlike linear regression models, EA-based techniques can yield more precise mod-
els without deleting data points falling farther away from the linear regression line, al-
lowing these models to better fit the full range of data. Nonlinearity and certain types of 
deviation from normality represent archetypical aspects of language test performance 
data, and considering these qualities in data modelling allows for a more accurate and 
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nuanced understanding of language test performance. In addition, unlike linear regres-
sion, EA-based techniques allow a vast range of mathematical functions that cannot be 
provided in traditional methods (Koza et al., 2003). 

Listening comprehension and statistical prediction 

Studies show that listening comprehension involves multiple sub-processes, and that 
listeners use both bottom-up and top-down comprehension strategies to make sense of 
perceived words (Baghaei & Aryadoust, 2015; Dunkel, Henning, & Chaudron, 1993; 
Vandergrift & Goh, 2012). Bottom-up comprehension entails constructing the smaller 
units of aural stimuli, such as sounds, into larger units, such as words, and then into the 
grammatical relations between words (Aryadoust, 2015b). By contrast, in top-down 
processing listeners use their knowledge to construct interpretations that are complete 
and meaningful (Wagner, 2004). The result of the application of these knowledge 
sources to an aural input is a set of mental representations of the intended message, 
called propositions. Different endowments of knowledge contribute to differences in the 
propositions generated by listeners. When accurate propositions are formed and compre-
hension is achieved, listeners are equipped to respond accurately, in the form of written 
or spoken responses to the oral stimuli (Bejar et al., 2000). 

In both top-down and bottom-up listening, mental lexicon and grammatical knowledge 
are key elements of successful comprehension (Baghaei & Carstensen, 2013). Deficien-
cies in vocabulary repertoire hamper word recognition and hence comprehension, and 
incomplete grammatical knowledge hinders listeners’ attempts to juxtapose and make 
sense of the string of words in their mind (Dunkel et al., 1993). This suggests that listen-
ers’ lexico-grammatical resources can predict their listening performance (Buck, 2001). 
However, although most researchers agree on the effect of lexico-grammatical resources 
on language comprehension (Kintsch, 1998), some early attempts at explaining compre-
hension downplayed the role of these resources (McKeown, Beck, Omanson, & Perfetti, 
1983); in addition, virtually no research has investigated the effect of lexico-grammatical 
resources in listening comprehension specifically, and most existing hypotheses are 
drawn from reading studies (Buck, 2001).  

Metacognitive strategies 

In an assessment context, listeners also use metacognitive listening strategies to aid in 
comprehension (Goh, 2000). Metacognition refers to learners’ awareness of their own 
cognitive strategy use, and monitoring and adjusting these strategies to achieve a certain 
objective (Flavell, Miller, & Miller, 1993). Metacognition consists of knowledge of the 
task (learners’ knowledge concerning the requirements of learning tasks as well as the 
factors that determine their difficulty), oneself (learners’ awareness of their own confi-
dence, anxiety, and reactions to learning requirements), and strategy (learners’ 
knowledge of the learning techniques they would use to achieve their learning objec-
tives) (Goh & Hu, 2014).  
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Vandergrift, Goh, Mareschal, and Tafaghodtari (2006) operationalized metacognitive 
strategies in listening comprehension as a multidimensional construct comprising 21 
items loading on to five factors: directed attention (DA), mental translation (MT), plan-
ning and evaluation (PE), problem solving (PS), and person knowledge (PK). They used 
this model to develop an instrument called the “metacognitive awareness listening ques-
tionnaire” (MALQ). 

Vandergrift and Goh (2012) categorized the first four dimensions of the construct as 
representing learners’ attempts to regulate the comprehension process, and the fifth, PK, 
as representing learners’ knowledge of themselves. Similarly, Goh and Hu (2014) de-
tailed the five dimensions as follows: 

Directed attention strategies are needed to focus attention on the task; mental translation 
strategies help learners translate what they hear into their first language; planning and 
evaluation strategies assist listeners to plan and prepare for listening, as well as evaluat-
ing their performance after listening; and problem-solving strategies enable learners to 
make inferences when they are unable to hear or understand a certain word. Person 
knowledge reveals what learners know about themselves as L2 listeners, particularly in 
terms of their confidence. (Goh & Hu, 2014, p. 259) 

Despite its defined theoretical structure, MALQ has yielded varying degrees of correla-
tion with listening test performance in different studies. For example, total MALQ scores 
explained 20% (R2 = 0.20) of the variance observed in learners’ test scores in Goh and 
Hu’s (2014) research, 13% of the variance (R2 = 0.13) in Vandergrift et al.’s (2006) 
study, and 15% of the variance (R2 = 0.15) in Zeng’s (2012) research. The present study 
seeks to provide more empirical research into the predictive power of MALQ in EFL 
contexts. 

The literature reviewed suggests that listening proficiency is associated with lexico-
grammatical knowledge and metacognitive strategies. This relationship can be mathe-
matically expressed as follows:  

 Listening = f(DA, MT, PE, PS, PK, vocabulary, grammar) (5) 

The present study seeks to find the fittest function that can optimally map listening onto 
its theoretical correlates: DA, MT, PE, PS, PK, vocabulary, and grammar.  

METHODS 

Data source and instruments 

This study uses item-level data from the administration of multiple psychometric instru-
ments to 250 first- and second-year Chinese English as a foreign language (EFL) college 
students aged between 17 and 23 (M = 19.73; SD = 0.90). All students consented to 
participate in the study, and after their participation, each student received a personalized 
test performance report. The assessment and report were partly designed to help partici-
pants prepare for their English exams in college, which contain lexico-grammatical and 
listening sections. 
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The study uses data on participant performance on a vocabulary knowledge test, a 
grammatical knowledge test, and the metacognitive awareness listening questionnaire 
(MALQ) (Vandergrift et al., 2006). 

The listening test chosen for the study is a sample business English certificate (BEC) 
listening paper which is developed by Cambridge English. BEC is widely taken by Chi-
nese students seeking employment in industries that require English language proficien-
cy. The sample test contained 30 test items: items 1 to 12 were fill-in-the-gap items 
assessing test takers’ ability to understand phone conversations or phone messages; items 
13 to 22 were fill-in-the-gap items based on five short recordings describing a problem 
that occurred; and items 23 to 30 were multiple choice (MC) items based on a recorded 
interview with a manager of a restaurant. Test takers were given some time to read the 
questions before listening to the text. Consistent with the BEC listening test require-
ments, each audio recording was played twice.  

The vocabulary knowledge test consisted of 30 MC items. Each item included an under-
lined target word whose synonym was to be chosen among the available options. The 
vocabulary chosen ranged from easy to difficult to discriminate among participants. The 
grammatical knowledge test comprised 15 MC items chosen from sample paper-based 
TOEFL (test of English as a foreign language) tests. The test items measured partici-
pants’ familiarity with a range of grammatical structures, such as independent clauses, 
infinitives, and prepositions. The results of the vocabulary and knowledge tests were 
provided to the students as diagnostic feedback.  

MALQ is a psychometric instrument that measures learners’ awareness of their own use 
of cognitive strategies during listening comprehension. It includes five subscales: di-
rected attention (four items), mental translation (three items), person knowledge (four 
items), planning and evaluation (five items), and problem solving (five items). MALQ 
uses a six-point Likert scale ranging from strongly disagree to strongly agree. 

Preliminary psychometric validation 

Participants’ performance on the tests was initially subjected to Rasch measurement for 
psychometric validation, and to estimate participants’ linearized measures on each sub-
scale (Kubinger, Rasch, & Yanagida, 2011; Rasch, 1960/1980). WINSTEPS computer 
package, Version 3.80 (Linacre, 2015a), was used to perform the analyses. Data from the 
grammar, vocabulary, and listening tests were subjected to dichotomous Rasch model 
analysis, and each MALQ subscale was independently analysed by the Rasch-Andrich 
rating scale model2 (Andrich, 1978). The fit of the data to the models was estimated 
using infit and outfit mean square (MNSQ) statistics. The former index is an inlier sensi-
tive index suitable for capturing erratic response patterns of the items near test takers’ 

                                                                                                                         
2 The model is expressed as:  

Pr {Xni = x} = ( ) ( )
0 0 0

exp (   ) exp (   )
x m j

n n k n n kk j k
B Bδ τ δ τ

= = =
− − − −   , where δi is item 

difficulty for item i, and ߬ is the threshold of the scale common between all test items.  
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ability level; the latter index, on the other hand, is outlier-sensitive. Generally, MNSQ 
values between 0.6 and 1.4 would indicate good model fit (Bond & Fox, 2007). Partici-
pant and item fit statistics were subjected to Rasch model analysis, and participant ability 
measures in logits (log-odds units) were read to IBM SPSS and Eureqa for linear regres-
sion and EA-based symbolic regression analysis, respectively. I used scale scores (person 
parameters from the Rasch measurement) in the regression analysis.  

EA-based symbolic regression analysis 

Eureqa Software Package 

This study uses Eureqa Version 0.99 beta (Schmidt & Lipson, 2013). Developed by Hod 
Lipson at the Computational Synthesis Lab at Cornell University and nicknamed “the 
robot scientist,” Eureqa is one of the few software packages to estimate symbolic regres-
sion (Lin, 2009). Eureqa has achieved success in multiple scientific disciplines, such as 
psychology (e.g., Slater et al., 2013), neurology (e.g., Pardoe, Abbott, & Jackson, 2012), 
and physics (e.g., Potomkin, Gyrya, Aranson, & Berlyand, 2013). 

Target expression and building blocks 

To perform EA-based symbolic regression, I initially indicated target expressions or the 
type of model to explore in the analysis. I modeled listening proficiency as a function of 
vocabulary knowledge, grammar knowledge, and five primary metacognitive strategies, 
as follows: 

 θL = f(δ, ζ, κ, μ, λ, ξ, η) (6) 

where 

θL (theta) = academic listening proficiency,  

δ (delta) = vocabulary knowledge,  

ζ (zeta) = grammar knowledge, 

η (eta) = directed attention, 

κ (kappa) = mental translation, 

λ (lambda) = person knowledge, 

μ (mu) = planning and evaluation, and 

ξ (xi) = problem solving.  

Next, I chose the mathematical “building blocks” (operators such as addition, negation, 
and multiplication) to use in the search. As previously discussed, building blocks may be 
simple, moderately complex, or highly complex. To maintain the simplicity of the final 
solutions, I opted for simple and moderately complex operators (Schmidt & Lipson, 
2009, 2010); since the data appeared to be nonlinear in most (but not all) areas, I used 
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trigonometric, exponential, and linear building blocks to capture the complexity and 
dynamics of the data. Table 1 presents the building blocks chosen for the analysis, com-
prising: (a) basic operators with complexity coefficients of 1 or 2, such as constant, addi-
tion, subtraction, multiplication, and division; (b) trigonometric operators with complexi-
ty coefficients of 3, such as sine and cosine; and (c) exponential operators with com-
plexity coefficients of 4, such as exponents and natural logarithms. 

Two rounds of EA-based symbolic regression analysis were conducted. To conduct the 
initial analysis, Eureqa was integrated with Amazon EC2 Secure Cloud to accelerate the 
search for well-fitting solutions, thereby using 126 additional computer cores. The best 
fitting solution generated in the first phase was chosen for use in the second round of 
analysis. In the second round, Eureqa initiated search by using the chosen solution, 
which improved the fit of the solutions significantly.  

Variable preparation 

Figure 3 presents the distribution of the input and output data. The data includes partici-
pants’ ability measures on the vocabulary test, grammar test, and MALQ subscales as 
estimated by Rasch measurement, plotted against participants’ linearized listening ability 
measures. Each figure includes a trendline and R2 indices. Directed attention (η) has the 
largest R2 index (0.270), and planning and evaluation (μ) has the smallest index (.00006). It 
should be noted that the R2 indices are computed using the correlation coefficients and, as 
such, they are likely to change when their joint effect is estimated in regression analysis.  

To rescale the data into a common metric with the same offset, they were normalized 
using the following normalization formula: 

 Normalized variable = (variable – offset) / scale (7) 
(Nutonian, n.d.b) 

Normalization improves the performance of Eureqa and the fit of the solutions (Schmidt 
& Lipson, 2010). Following Rasch measurement, the data were normalized and divided 
into a training batch (70%; n = 175) and a validation batch (30%; n = 50). 

Progress and performance of the solutions  

Two statistics were used to assess the progress and performance of the list of solutions: a 
stability index describing for how many generations the fittest solutions have not im-
proved, and a maturity index describing how many generations ago the fittest solutions 
improved. Both statistics vary between 0 and 1; when both stability and maturity are near 
1, the algorithm is unlikely to improve further. At this juncture, the fittest solution was 
chosen and seeded (used as the “base and prior solution” for a new search). Seeding the 
new search with prior optimal solutions significantly accelerates the new analysis and 
renders it substantially more precise (Schmidt & Lipson, 2010). 

Following the selection of generated solutions, multiple fit statistics were used to exam-
ine the performance of these solutions, including R, R2, MAE, and MSE.  
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Table 1: 
Mathematical Building Blocks Used 

Building block 
(operator) 

Formula Sign Complexity 

Basic    

Constant  c c 1 

Addition  + + 1 

Input variable x x 1 

Subtraction  - - 1 

Multiplication  × × 1 

Division  ÷ ÷ 2 

Trigonometric    

Sine Opposite side of triangles

Hypotenus side of triangles

a

h
=  

sin 3 

Cosine Adjacent side of triangles

Hypotenus side of triangles

b

h
=  

cos 3 

Tangent  Adjacent side of triangles

Opposite side of triangles

a

b
=  

tan 4 

Squashing    

Hyperbolic 
tangent  

2

2

1

1

x

x

e

e

−

−
−
+

 tanh 4 

Exponential    

Exponents y = ax exp 4 

Natural 
logarithm  

loge x  log 4 

Factorial  n! factorial 4 

Power  f(x) = ax ^ 4 

Square root f(x) = √x sqrt 4 

History     

Simple moving 
average  

( )1 1n n n nV V V
sma

n

− − −+ +…
=  * 

sma 4 

Weighted 
moving 
average 

( ) ( ) ( )1 2 11 2  n n n m n mmV m V V V
wma

n

− − + − ++ − +…+ +
=

wma 4 

Note: Complexity1 = simple; complexity 2 & 3 = medium complexity; complexity 4 & 5 = complex.  

* V is the amount of the variable in time n and later.   

 



Application of evolutionary algorithm-based symbolic regression ... 315

 
Figure 3: 

Scatterplot of listening proficiency scores and input variables, representing nonlinear patterns.  
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Finally, positive and negative percentages and magnitudes for each variable in the cho-
sen models were estimated. Sensitivity for the function Y = f(x,z,…) is estimated as 
follows: 

 
( )
( )
 

. 
 

Y

x

std x

std Y

∂
∂

   (8) 

, where 

Y

x

∂
∂

 = partial derivative of Y with respect to x, 

std (x) = standard deviation of x, the input variable, and 

std (Y) = standard deviation of Y, the output variable.  

Sensitivity indicates the direction and strength of the correlation between input and out-
put variables. For example, if this index is .6, then all else equal, a one-unit increase in x 
will result in a .6-unit increase in Y. This number is the sum of the magnitude of positive 
and negative effects: for example, if x positively impacts Y 75% of the time with magni-
tude 2 and negatively impacts Y 25% of the time with magnitude 1, the net effect is 1.25 
(2*.75 – 1*.25 = 1.5 – .25). 

Linear regression model 

Linear regression analysis was performed on IBM SPSS computer package. EA-based 
symbolic regression was compared with linear regression in order to compare these 
methods’ robustness. The input variables in the linear regression models were assessed 
for multicollinearity. Multicollinearity could arise from high correlations between the 
independent variables, as a result of which one of the variables would appear to be insig-
nificant in the regression model and contribute no share of variance. When degrees of 
multicollinearity are high, the estimated model can be suboptimal, leading to the auto-
matic elimination of one of the variables causing multicollinearity.  

There are several ways to check multicollinearity; according to Callaghan and Chen 
(2008, p. 2), “the best practice for assessing linear dependencies in model data” includes 
examining eigenvalues and their corresponding condition values. Other (preliminary) 
methods include inspection of VIF (variance inflation factor) and tolerance (1/VIF), 
variance-decomposition proportions (VDPs), correlations between independent varia-
bles, and correlations between regression coefficients. As a rule of thumb, eigenvalues 
close to zero along with high condition indices indicate the presence of multicollinearity. 
Finally, as mentioned by Callaghan and Chen (2008, p. 3), “[a] suggested procedure for 
diagnosing collinearity is a high condition index, which is also associated with a high 
variance-decomposition proportion for two or more regression coefficient variances.”  

It should be noted that as in EA-based symbolic regression analysis, 70% of the data was 
used for model building (training) and 30% for validation. Regression coefficients, R2, 
and adjusted R2 (which is R2 adjusted for the number of input variables) were estimated.  
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RESULTS 

Preliminary analysis: Rasch measurement and multicollinearity check 

To examine the tests’ psychometric features and dimensionality, test data were subjected 
to Rasch model analysis. The data in all subscales and tests fitted the Rasch model rea-
sonably well, providing evidence for psychometric reliability of the data (see Aryadoust, 
2015b, for further information).  

Since the study seeks to compare EA-based symbolic regression with linear regression, the 
possibility of multicollinearity in the data was assessed. First, the correlation between 
learners’ ability measures, as estimated by the tests and MALQ subscales, were evaluated. 
Table 2 presents bivariate correlation coefficients for the tests and the MALQ subscales 
and Rasch model item reliability and separation indices alongside their person/item infit 
and outfit MNSQ statistics (Linacre, 2015b). Except for the high correlation between 
grammar and vocabulary knowledge tests (R = .899), coefficients were either negligible, 
weak (0.1 to 0.3), or moderate (0.31 to 0.7). In addition, the variables’ skewness and kurto-
sis coefficients all fell between -2 and +2, indicating univariate normality. In addition, 
Rasch model item reliability and separation indices show that the tests reliably distinguish 
test takers of different ability levels, indicating minimum amount of measurement error. 
Rasch measurement and RSM average infit and outfit indices also indicate that items and 
test takers, on average, had a sufficiently good fit to the model.   

 

Table 2:  
Correlation Coefficients of the Input and Output Variables alongside Rasch Model Reliability 

and Fit Indices 

 Grammar MT PE PK PS DA Vocabulary 

Grammar 1       
MT -.048 1      
PE .005 .326** 1     
PK .074 .351** .342** 1    
PS .062 .409** .588** .536** 1   
DA .007 .323** .435** .504** .520** 1  
Vocabulary .899** -.050 .005 .075 .063 .009 1 
Listening .189** -.030 .008 -.021 .090 -.045 .188** 

Rasch model reliability 0.98 0.98 0.88 0.98 0.88 0.98 0.98 
Rasch model separation 6.55 7.72 2.66 7.62 2.66 7.63 6.55 
Mean infit MNSQ for items 1.00 1.01 1.02 1.06 1.01 1.00 1.01 
Mean infit MNSQ for persons 1.01 0.99 1.01 1.07 1.00 0.99 1.01 
Mean outfit MNSQ for items 1.01 0.98 1.02 0.98 1.01 1.05 1.00 
Mean outfit MNSQ for persons 1.00 1.02 1.01 0.96 1.00 1.05 1.00 

Note: ** p < 0.005.  
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Linear regression model 

Multiple linear regression models were generated and assessed through backward and 
stepwise methods of parameter estimation. To examine multicollinearity in each model, 
VIF and tolerance indices were estimated. As Table 3 demonstrates, the VIF indices for 
Grammar and Vocabulary in the regression models where these variables are present 
were extremely high and their tolerance statistics were close to zero, indicating a high 
possibility of multicollinearity. Additionally, the constant (intercept) had a large standard 
error of measurement, suggesting inflation of the variance. On the other hand, the VIF 
and tolerance indices were back to normal when either of Vocabulary and Grammar 
variables were excluded from the model. A follow-up analysis was conducted to deter-
mine what degree of multicollinearity might have affected the data.  

 

Table 3:  
Results of Regression Modeling Including Coefficients, t Values, and Collinearity Statistics 

Model 
Unstandardized 

Coefficients 
Standardized 
Coefficients t 

p 
value

Collinearity Statistics 

B Std. Error Beta Tolerance VIF 

1 

(Constant) 5.336 10.240  .521 .603   
Grammar 1.689 2.288 1.387 .738 .461 .001 911.122 
MT -.049 .069 -.050 -.707 .480 .780 1.283 
PE -.061 .103 -.046 -.591 .555 .627 1.595 
PK -.129 .114 -.089 -1.135 .257 .628 1.592 
PS .181 .082 .198 2.214 .028 .482 2.073 
DA -.070 .112 -.049 -.623 .534 .621 1.610 
Vocabulary -1.453 2.284 -1.195 -.636 .525 .001 911.686 

2 

(Constant) -1.172 .343  -3.416 .001   

Grammar .235 .076 .193 3.076 .002 .982 1.018 

MT -.045 .069 -.046 -.650 .516 .787 1.271 

PE -.059 .102 -.045 -.572 .568 .627 1.594 

PK -.128 .114 -.088 -1.126 .261 .629 1.591 

PS .178 .081 .195 2.181 .030 .484 2.065 

DA -.075 .112 -.053 -.671 .503 .624 1.602 

 (Constant) 5.168 10.223  .506 .614   

3 

Grammar 1.648 2.284 1.353 .722 .471 .001 910.286 

MT -.053 .069 -.054 -.765 .445 .786 1.272 

PK -.127 .114 -.088 -1.117 .265 .629 1.590 

PS .161 .074 .176 2.169 .031 .585 1.709 

DA -.082 .110 -.058 -.742 .459 .642 1.558 

Vocabulary -1.411 2.280 -1.160 -.619 .537 .001 910.814 
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 (Constant) -2.210 .084  -26.381 .000   

*4 

MT -.048 .068 -.049 -.700 .485 .793 1.261 

PK -.125 .114 -.086 -1.105 .270 .629 1.589 

PS .158 .074 .173 2.136 .034 .587 1.704 

DA -.087 .110 -.061 -.794 .428 .645 1.551 

Vocabulary .234 .076 .192 3.068 .002 .982 1.019 

 (Constant) -2.212 .084  -26.447 .000   

5 

PK -.137 .112 -.094 -1.216 .225 .642 1.558 

PS .145 .072 .159 2.030 .043 .623 1.606 

DA -.094 .109 -.066 -.861 .390 .650 1.538 

Vocabulary .239 .076 .196 3.152 .002 .990 1.010 

 (Constant) -2.200 .083  -26.654 .000   

6 

PK -.167 .107 -.115 -1.565 .119 .712 1.405 

PS .124 .067 .136 1.845 .066 .712 1.405 

Vocabulary .243 .076 .200 3.210 .002 .994 1.006 

 (Constant) -2.242 .078  -28.642 .000   

7 
PS .068 .057 .074 1.191 .235 .996 1.004 

Vocabulary .238 .076 .196 3.142 .002 .996 1.004 

8 
(Constant) -2.200 .070  -31.567 .000   
Vocabulary .244 .076 .201 3.226 .001 1.000 1.000 

Note. * Optimal model. 

 

 
As Table 4 presents, the eigenvalues for the independent variables were larger than zero 
when either Vocabulary or Grammar was excluded from the analysis, indicating serious 
multicollinearity of these two variables. Several condition indices of Vocabulary also fall 
above 30, suggesting high multicollinearity. Additionally, the matrix of VDPs (right 
hand side) gives the variables whose regression coefficients have been degraded by 
multicollinearity; that is, there are multiple values greater than 0.50 which is the accepted 
index for multicollinearity. Vocabulary is, therefore, involved in severe multicollinearity 
and DA causes moderate levels of multicollinearity.  

The optimal model among those presented in Table 3 is Model 4, according to its R2 
value and the number of variables predicting listening comprehension. In this mode, 
Vocabulary and PS were found to predict listening proficiency (p < 0.05), whereas 
Grammar knowledge was not (R2 = 0.06, adjusted R2 = 0.041, p = 0.010). This model 
yielded a constant of  -2.210 (p < 0.001) and β coefficients of .158 (p = 0.034) for PS and 
.234 (p = 0.002) for Vocabulary, indicating that if Vocabulary and PS increase by one 
unit, then on average Listening comprehension scores will increase by 15% and 23%, 
and thus giving the following solution: 

 θL = -2.210 + 0.158×ξ + .234×δ (9) 
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Equation 9 was tested across the validation sample, yielding an extremely low R2 of 
0.004.  

On the other hand, when Vocabulary was excluded and Grammar was included, the 
results differed. The regression model with Grammar knowledge as one of the independ-
ent variables was also significant (R2 = 0.062, adjusted R2 = 0.039, p = 0.073), and 
yielded a constant of -1.172 (p = 0.001) and β values of .235 (p < 0.01) for Grammar and 
.178 (p = 0.030) for PS, thus giving the following solution: 

 θL = -1.410 + 0.178×ξ + 0.178×ζ (10) 

Solutions 9 and 10 indicate that Vocabulary and Grammar (alongside PS) do exert a 
significant impact on listening comprehension, but their effects are masked by multicol-
linearity when both are simultaneously included in the equation. 

EA-based symbolic regression 

Eureqa integrated with Amazon EC2 Secure Cloud quickly reached a maturity index of 
95%, generating multiple solutions. Table 5 presents these solutions from the cross-
validation or testing sample, plus the solutions’ fits as generated in the validation phase. 
It should be noted that the training samples usually had a sufficiently high fit and there-
fore presenting the fit of training models is unnecessary; on the other hand, the fit of the 
model to the cross-validation data is of paramount importance as it can determine the 
actual performance of the models/solutions. According to the fit statistics and complexity 
indices (R = 0.775; R2 = 0.5973; MSE = 0.118; MAE: 0.579; complexity = 27), the fittest 
solution is mathematically expressed as follows: 

 θL = 10×sma(δ, 37)2 + 2.288133097×tanh (2.444468119 + sma (μ, 6) + wma(ζ, 4)) 
 (11) 

The solution uses addition, multiplication, exponent, simple moving average (sma), and 
weighted moving average (wma) operators, and includes vocabulary knowledge (δ), 
grammar knowledge (ζ), and planning and evaluation (μ). Four out of five MALQ sub-
scales (ξ, η, κ, and λ) did not have a marked influence on listening proficiency in this 
model. The results presented with regard to equation (11) are referring to solution 3 that 
can be found in Table 5.  

The other finding from Table 5 is that high complexity does not necessarily yield good 
fit to the data. For example, the most highly complex model is mathematically expressed 
as follows: 

 θL = 0.2102301606×sma(ζ, 35) + 0.7382124855×sma(δ, 22)×tanh(5.785283279+μ)  
 - 15.97487679×wma(κ, 34) - 0.7382124855×step(wma(κ, 33))×tanh(5.785283279  
 + μ)  (12) 

 

                                                                                                                         
3
 It should be noted that the R2 values for EA-based models and linear regression models are directly 

comparable.  
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Table 5:  
Competing Solutions with Varying Degrees of Fit Generate in Round One 

(Cross-Validation Sample Results) 

Model R R2 MSE MAE Complexity 

1. θL = 0.2102301606×sma(ζ, 35) + 
0.7382124855×sma(δ, 
22)×tanh(5.785283279 + μ) - 
15.97487679×wma(κ, 34) - 
0.7382124855×step(wma(κ, 
33))×tanh(5.785283279 + μ) 

0.746 -31.05 9.472 2.482 47 

2. θL = 0.2166821275×sma(ζ, 35) + 
0.7382124855×sma(δ, 
22)×tanh(4.251668213 + μ) - 
14.96266279×wma(κ, 34) - 
0.7382124855×step(wma(κ, 33)) 

0.749 -27.207 8.334 0.749 39 

3. *θL = 10×sma(δ, 37)^2 + 
2.288133097×tanh(2.444468119 + 
sma(μ, 6) + wma(ζ, 4)) 

0.775 0.597 0.118 0.575 27 

4. θL = 3.460672997×sma(δ, 37) + 
2.531999428 × tanh (2.40368155 + 
sma(μ, 8) + wma(ζ, 4)) 

0.739 0.540 0.135 0.739 24 

5. θL = 10×sma(δ, 37)×wma(δ, 37) + 
2.134266438×tanh(ζ + μ) 

0.718 0.503 0.146 0.718 19 

6. θL = 3.550279297×sma(δ, 37) + 
2.309212838×tanh(ζ + μ) 

0.660 0.430 0.168 0.660 16 

7. θL = 0.3986282781×wma(ζ, 10) + 
ξ×δ×sma(μ, 9) 

0.528 0.225 0.228 0.528 15 

8. θL = 0.396138302×sma(ζ, 5) - 
0.2056761054×μ×δ 

0.422 0.152 0.250 0.422 12 

9. θL = 
( )( )

7.108555685

ζ  δ  sma μ,  9  − −
 0.128 0.011 0.292 0.128 11 

10. θL = 0.3680446258×ζ - 
0.09528322737×μ×δ 

-0.111 0.1683 0.328 0.444 9 

11. θL =  ( )
7.632352241

ζ  μ  δ− −
 -0.170 0.073 0.345 0.459 8 

12. θL = 0.4225062325×ζ×μ×δ -9.097 0.176 2.983 1.538 7 

13. θL =  
10 μ δ

ζ

× ×
 -11.79 0.068 3.779 1.658 6 

14. θL = 10×ζ×μ×δ" -901.38 0.176 266.63 10.834 5 

Note: δ = vocabulary knowledge; ζ = grammar knowledge; μ = planning and evaluation; κ = mental 
translation. * chosen for the second round.  
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However, Solution 9 fits the data poorly (R = 0.746; R2 = -31.05; MSE = 9.472; MAE: 
2.482), although it includes a wider range of input variables:  ζ, δ, μ, and κ.   

Finally, a sensitivity analysis was carried out to examine the relative impact of each 
variable in the solution on the output variable, θL. Table 6 presents the sensitivity and 
positive / negative indices of δ, μ, and ζ under “Best model_Round 1.” Sensitivity per-
centages of δ and μ are 0.376, 0.283, respectively, with positive sensitivity percentages 
of 100% and negative sensitivity percentages of 0.00%, indicating that an increase in δ 
and μ will always lead to an increase in listening proficiency and never to a decrease.  
ζ displays a slightly different pattern: it has a markedly higher impact on listening profi-
ciency (sensitivity = 4.824) and 93% of the time it positively correlates with listening 
proficiency, but 7% of the times it negatively correlates with listening proficiency. 

In the second round of analysis, Solution 3 (θL = 10×sma(δ, 37)2 + 2.288133097×  
tanh(2.444468119 + sma(μ, 6) + wma(ζ, 4))) was used as the initiating equation of the 
EA algorithm. This algorithm iterated through numerous generations and reached a ma-
turity of 95%. Figure 4 presents 17 solutions with three graphs: observed and predicted 
values, including trend lines, the slopes of which represent R2 values; output and row, 
which plot observed data against model-estimated values; and “age-fitness Pareto opti-
mization”, which plots error of measurement (1 – fit) against generation (age).  

Table 7 reports the fit of the models to the cross-validation sample in the second round 
and complements Figure 4, presenting the fit statistics and complexity of the solutions 
from the second round. The two most complex models fit the data poorly; for example, 
fit of the most complex solution (complexity = 23) is: R = 0.752; R2 = -24.423; MSE = 
7.512; MAE: 2.261. The best solution, which combines optimal fit to the validation  
 
 

Table 6:  
Sensitivity Analysis of the Variables in the Best Solutions Estimated in Rounds One and Two 

(Cross-Validation Sample Results)  

Model and variable Sensitivity
%  

Positive 
Positive 

magnitude
% 

Negative 
Negative 

magnitude 

Best model_Round 1      

δ 0.376 100% 0.376 0.00% 0.00 

μ 0.283 100% 0.283 0.00% 0.00 

ζ 4.826 93% 5.122 7.00% 1.0029 

Best model_Round 2      

ζ 0.2538 92% 0.273 8.00% 0.044 

μ 2.778 100% 2.778 0.00% 0.00 

ξ 0.337 0.00% 0.00 100% 0.337 

δ 5.169 100% 5.169 0.00% 0.00 
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sample (R = 0.800; R2 = 0.640; MSE = 0.107; MAE: 0.240) and relatively low complexi-
ty (20), is expressed as follows: 

 
( ) ( )( )ξ 1 3.88244441 sma μ,  28  1 9.3979306 sma δ,  37

ζ  2.54512072Lθ
− × − ×

=
−

  (13) 

This solution uses subtraction, multiplication, division, and SMA functions to map ζ, δ, 
μ, and ξ onto listening proficiency. Relative to its parent, Solution 11, Solution 13 has 
evolved to comprise an additional input variable (planning and evaluation, ξ) and has 
better fit to both training and cross-validation data.  

Table 6 presents the sensitivity statistics of Solution 3 under “Best model_Round 2.” 
Sensitivity indices of δ and μ are 2.778 and 5.169, respectively, with positive sensitivity 
percentages of 100% and positive magnitudes of 2.778 and 5.169, respectively, suggest-
ing that an increase in δ and μ will always lead to an increase in listening proficiency. 
Similarly, ζ has a high impact on listening proficiency (sensitivity = 0.254. positive 
sensitivity percentage = 92%). In sum, a nonlinear and relatively simple solution consist-
ing of lexico-grammatical tests and two MALQ dimensions (ζ, δ, μ, and ζ) fitted the data 
well in the second round of EA-based symbolic regression, suggesting that listening 
proficiency can be predicted much more accurately by EA-based symbolic regression 
than linear regression models.  

DISCUSSION 

This study set out to investigate the potential of EA-based symbolic regression in a lis-
tening assessment context. EFL learners’ listening proficiency was modeled as a function 
of their vocabulary and grammar knowledge as well as their metacognitive strategies. 
The study’s findings are discussed in terms of their implications for model-building in 
listening comprehension theory and predictive modeling in language assessment. 

Implications for language assessment research 

Predictive modeling in language assessment has been led by theories. Researchers often 
subject various amounts of data to psychometric validation, postulating a linear relation-
ship between input and out variables. However, the cognitive and predictive theories 
applied in studies rarely indicate the functional form of the mathematical relationship 
between input and output variables. Indeed, although linear models can sometimes yield 
good fit, it would be highly counterintuitive to propose simple linear relationships among 
cognitive assessment data. 

To obtain maximum value from the data and to search for unified models in language 
assessment, nonlinear science and optimization techniques such as genetic and evolu-
tionary algorithms offer great potential. As such, one of the applications of EA-based 
symbolic regression is to reassess those linear predictive models which have been refuted 
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due to their poor or lack of fit. This line of research would quite likely rectify or improve 
the data-driven theories generated in previous studies.  

In addition, when the data contains outliers, the slope parameter in linear regression 
models is significantly affected. Researchers can examine the magnitude of this impact 
by fitting the regression model under two conditions: (1) leaving out outliers, and (2) 
including outliers. When outliers influence the model, the R2 value decreases greatly 
under condition 2, whereas if the outlier exerts no sizeable influence, the R2 value will 
have no significant change. It is important to note that large data sets are largely robust to 
outliers, but if a large data set – like that in the present study – deviates from linearity 
and is rife with outliers, then linear models would not be able to capture the complexity 
of the data. Nevertheless, the research should initially ensure that the data is not actually 
influenced by error of measurement; otherwise, it is likely that the predictive techniques 
would only lead to models fitting the measurement or sampling error rather than the 
data/variables of interest. In the present study, the psychometric quality of the data was 
examined through Rasch measurement, and as such, the non-linear model applied does 
not model error of measurement. It is suggested that researchers apply such psychometric 
validation methods before using any predictive model (see Aryadoust & Liu, 2015).  

Another implication of the study is that multicollinearity has to be taken into account 
when using linear regression models. Researchers using linear regression should initially 
establish the lack high dependence between independent variables. If high dependence is 
found (e.g., high correlation statistics), it is important to carry out tolerance and VIF 
analysis to ascertain whether the variables are multicollinear. If there is a large amount of 
multicollinearity in data, researchers should remove the effect prior to linear modeling; 
although there are various methods to cancel out multicollinearity effects, most often 
researchers have to remove one of the independent variables, because other methods 
have proved to be less effective. However, this can provide a “contorted” model which 
might be (highly) different from otherwise well-established theoretical models. As the 
present study has shown, one of the most useful techniques to address this problem is the 
application of non-linear models, which do not fall prey to interdependence of independ-
ent variables.    

Implications for listening comprehension 

Among the solutions generated by EA-based symbolic regression, Solution 3 was found 
to be both well-fitting and relatively simple. This model included vocabulary knowledge, 
grammar knowledge, planning and evaluation (PE), and problem solving (PS). Its high 
R2 (.64) and correlation coefficient (.775) suggest a strong association between lexico-
grammatical knowledge and metacognitive strategies and listening comprehension, 
which is markedly higher than the associations previous research has reported (Goh & 
Hu, 2014; Vandergrift & Goh, 2012). 

The linear regression models, by contrast, included only problem solving and grammar 
knowledge, and yielded two models with significant or near-significant p values but non-
substantive predictive power. As a result, a researcher using linear regression would tend 
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to argue that vocabulary knowledge and metacognitive strategies do not predict listening 
performance.  

The present study is one of the first studies to use both lexico-grammatical knowledge 
and metacognitive strategies to predict listening comprehension. The study’s findings 
corroborate and improve the precision of previous studies on metacognitive strategies in 
listening (e.g., Goh & Hu, 2014; Goh, 2000) and also establish a nonlinear relationship 
between EFL listening and lexico-grammatical knowledge. 

Metacognitive strategies 

Problem solving 

This study contradicts Goh and Hu (2014) in finding a negative correlation between 
problem-solving (PS) strategies and listening comprehension. However, the substantive 
meaning of this finding may agree with Goh and Hu’s predictions. Goh and others (Goh 
& Hu, 2014; Vandergrift & Goh, 2012) have postulated an inverse relationship between 
lexico-grammatical knowledge and PS: 

 x = a×z, a < 0; (14) 

this proportionality also holds in y = f(x, z, …) 

x = lexico-grammatical knowledge, 

z = PS, and 

y = listening.  

Test takers employ PS as a compensatory strategy when they are unable to understand 
some parts of the message due to their limited vocabulary and grammar resources (Goh 
& Hu, 2014). When learners have extensive lexico-grammatical knowledge, they do not 
need to avail themselves of compensatory strategies such as PS. Since previous research 
on the MALQ has not included vocabulary or grammar tests or lexico-grammatical 
knowledge variables, PS appears to positively influence listening proficiency. Including 
these variables, on the other hand, allows the results to capture the incomplete lexico-
grammatical knowledge and accordingly inefficient cognitive strategies implied by PS 
(Goh & Hu, 2014). Goh and Hu’s research may have found an inverse relationship be-
tween PS and listening comprehension had they included variables measuring lexico-
grammatical proficiency. 

Planning and evaluation 

The current study also contradicts Goh and Hu (2014) in finding that planning and eval-
uation (PE) strategies – which aid listeners in planning for listening and appraising their 
performance after listening – positively correlated with listening proficiency. PE can 
significantly impact listening test performance, particularly when test takers have re-
ceived test taking strategy training (Vandergrift, 2004). Explicit instructions provided by 
teachers help learners plan for test questions and activate related test taking knowledge. 
This strategy seems to be highly useful in “while-listening-performance” tests such as 
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BEC. These tests require students to multitask: they must plan to read the items once 
prior to the listening experience; listen to the text and simultaneously reread the test 
items; and supply or choose the best answer to the test items (Aryadoust, 2013). PE’s 
high sensitivity index in Solution 13 suggests that test takers used this strategy effective-
ly to enhance their test performance. 

Mental translation, directed attention, person knowledge 

Mental translation (MT), directed attention (DA), and person knowledge (PK) had no 
statistical significance in predicting listening proficiency. MT is particularly useful for 
low-ability learners or beginners, who must translate the oral text into their first language 
as a decoding strategy (Vandergrift, 2004). However, the learners in the present study 
had received English instruction and test-taking training for several years, and were 
therefore less likely to need these strategies. 

As in Goh and Hu (2014), DA lacked statistical significance in predicting listening profi-
ciency. It appears likely that BEC’s policy of providing test takers a second chance to 
listen to the recorded stimuli encourages test takers not to attempt to listen harder or 
concentrate more, even if they missed some part of the text on first listen. Furthermore, 
since the learners had received training on BEC, they are likely to have known that any-
thing they missed could be heard a second time. This suggests that the utility of DA 
varies with the nature and requirements of the task. 

PK is a scale which measures students’ awareness of their listening level and anxiety in 
general, which does not seem to relate closely to test taking. 

Lexico-grammatical knowledge 

Grammar and vocabulary knowledge were the most important predictors of listening 
proficiency. This finding supports the proposition that lexico-grammatical knowledge 
helps listeners execute comprehension strategies, and that deficiencies in vocabulary or 
grammar resources adversely affect learners’ listening comprehension (Field, 2009). The 
study also reinforces previous comprehension research by psycholinguists finding that 
lexico-grammatical knowledge plays an important role in listening test taking (e.g., 
Kintsch, 1998), and contradicts studies that have found these knowledge resources to be 
less important (e.g., McKeown et al., 1983). 

In reading comprehension, word meaning is retrieved during comprehension from the 
mental lexicon and is then associated with the perceived words (Buck, 2001; Buck & 
Tatsuoka, 1998). Syntactic rules are then infused into the string of words to recode the 
decoded message and make sense of them (Buck, 2001). Similar mechanisms seem to be 
operational during listening comprehension, the output of which is associated with lexi-
co-grammatical resources. 

One of the gaps in listening theory is that the types of relationships between different 
listening components have generally not been articulated. This has led to vague and 
purely descriptive models with no mathematical expressions, which contrast with the 
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prescriptive and powerful models developed in other fields of science, such as physics. 
In language assessment, however, no predictive study has been able to fully replicate the 
results of previous studies, partly due to the mathematical models used and partly due to 
the numerous unknown influences on human behavior data, such as differences between 
cultures and education systems (see Bodie, 2013; Bodie, Worthington, Imhof, & Cooper, 
2008). Valuable attempts have been made by, for example, Bachman and Palmer (1996) 
to unpack influential parameters in test taking behavior. However, these attempts have 
generally not been treated rigorously in subsequent research. For example, Bachman and 
Palmer’s strategic competence framework makes no mention of the nature of the mathe-
matical relationships between test performance and its predictors, but validation re-
searchers have generally assumed these relationships to be linear. 

A word of caution seems appropriate regarding the use and implications of predictive 
modeling. Predicting cognitive skills such as listening using explanatory variables such 
as lexico-grammatical knowledge and metacognitive strategies does not indicate that 
listening comprehension can be viewed as a process based merely on these mechanisms. 
Rather, it suggests that EFL learners’ vocabulary and grammar knowledge and test-
taking strategies are nonlinearly associated with their listening performance; strategic 
EFL learners with large lexico-grammatical repertoires and good test-taking strategies 
are more successful in listening comprehension tests, and the mathematical representa-
tion of this warranted assumption is Solution 13. To improve the precision of this solu-
tion, other variables which have been shown to affect listening comprehension, such as 
certain demographic variables and working memory capacity, should be identified and 
added to the equation. 

In addition, the sample in the present study comprised Chinese students. Based on their 
first language, these students might have different strategies than students with other 
languages as their first language. Depending on the culture or first language, different 
models and correlations might be found for different samples. Thus, the current findings 
might not be generalizable to other samples. Previous studies where such relationships 
were not found used multiracial and multiethnic participants (e.g., Vandergrift et al., 
2006), and this diversity in the sample might be a significant intervening factor. Future 
research into such highly diverse sample should factor in ethnicity or first language 
before drawing any inference from data analysis procedures.  

Conclusion 

The present study reported on one of the first applications of EA-based symbolic regres-
sion to language assessment problems, which achieved high accuracy and yielded a 
theoretically valid solution. EA-based symbolic regression can achieve much higher 
precision if influential variables in a predictive model are reliably identified, operational-
ized, and measured. Future research into predictive modeling in language assessment can 
apply EA-based symbolic regression in highly researched areas which, nevertheless, 
have returned inconclusive results, such as the predictive validity of second language 
tests.  
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Exploring the potential of and nonlinear science holds great potential for language as-
sessment. The commonly applied static models do not appear to explain the non-static 
universe of language learning and assessment. 

Acknowledgement 

I would like to express my thanks to the two reviewers of The Psychological Test and 
Assessment Modeling for providing constructive feedback on earlier versions of this 
article. I would also like to thank Ms Wang Yan for her assistance in data collection.   

References 

Alamir, M. (1999). Optimization based nonlinear observers revisited. International Journal of 
Control, 72(13), 1204–1217. 

Andrich, D. (1978). A rating formulation for ordered response categories. Psychometrica, 43, 
561-573. 

Aryadoust, V. (2013). Predicting item difficulty in a language test with an Adaptive Neuro 
Fuzzy Inference System. Proceedings of IEEE Workshop on Hybrid Intelligent Models 
and Applications (HIMA), 43-55. doi: 10.1109/HIMA.2013.6615021 

Aryadoust, V. (2015a). Predictive modelling in Coh-Metrix-based writing research: A 
proposal for genetic-programming-based symbolic regression. In V. Aryadoust & J. Fox 
(Eds.) Trends in language assessment research and practice: The view from the Middle 
East and the Pacific Rim. Newcastle: Cambridge Scholars Publishing. 

Aryadoust, V. (2015b). Fitting a mixture Rasch model to EFL listening tests: The role of 
cognitive and background variables in explaining latent differential item functioning. 
International Journal of Testing, 15(3), 216-238.  

Aryadoust, V., & Liu, S. (2015). Predicting EFL writing ability from levels of mental 
representation measured by Coh-Metrix: A structural equation modeling study. Assessing 
Writing, 24, 35-58. 

Bachman, L., F., & Palmer, A., S. (1996). Language testing in practice. New York: Oxford 
University Press. 

Baghaei P., & Aryadoust, V. (2015). Modeling test method effect with a multidimensional 
Rasch model. International Journal of Testing, 15(1), 71-87. 

Baghaei, P., & Carstensen, C. H. (2013). Fitting the mixed Rasch model to a reading 
comprehension test: Identifying reader types. Practical Assessment, Research & 
Evaluation, 18(5). Retrieved from http://pareonline.net/getvn.asp?v=18&n=5 

Bejar, I., Douglas, D., Jamieson, J., Nissan, S., & Turner, J. (2000). TOEFL 2000 listening 
framework: A working paper (TOEFL Monograph Series No. MS-19). Princeton, NJ: 
ETS. 

Bodie, G. D. (2013). Issues in the measurement of listening. Communication Research 
Reports, 30(1), 76-84. 

Bodie, G. D., Worthington, D. L., Imhof, M., & Cooper, L. (2008). What would a unified 
field of listening look like? A proposal linking past perspectives and future endeavors. 
International Journal of Listening, 22, 103-122. 



Application of evolutionary algorithm-based symbolic regression ... 335

Bond, T. G., & Fox, C. M. (2007). Applying the Rasch model: Fundamental measurement in 
the human sciences. London, UK: Erlbaum. 

Buck, G. (2001). Assessing listening. Cambridge: Cambridge University Press.  
Buck, G., & Tatsuoka, K. (1998). Application of the rule-space procedure to language testing: 

Examining attributes of a free response listening test. Language Testing, 15(2), 119-157.  
Callaghan, K. J., & Chen, J. (2008). Revisiting the collinear data problem: An assessment of 

estimator ‘Ill-Conditioning’ in linear regression. Practical Assessment Research & 
Evaluation, 13(5). Available online: http://pareonline.net/getvn.asp?v=13& 

Dunkel, P., Henning, G., & Chaudron, C. (1993). The assessment of a listening 
comprehension construct: A tentative model for test specification and development. 
Modern Language Journal, 77(2), 180-191.   

Flavell, J.H., Miller, P.H., & Miller, S.A. (1993). Cognitive development (3rd ed.). 
Englewood Cliffs, NJ: Prentice Hall. 

Fogel, D. B., & Corne, D. W. (1998). An introduction to evolutionary computation for 
biologists. In D. B. Fogel (Ed.), Evolutionary computation: The fossil record (pp. 19-38). 
Piscataway, NJ: IEEE Press. 

Fogel, L. J. (1999). Intelligence through simulated evolution: Forty years of evolutionary 
programming. New York: John Wiley. 

Goh, C. C. M. (2000). A cognitive perspective on language learners’ listening comprehension 
problems. System, 28, 55–75. 

Goh, C. C. M., & Hu, G. (2014). Exploring the relationship between metacognitive awareness 
and listening performance with questionnaire data. Language Awareness, 23, 255-274.  

Guyon I., & Elisseeff, A. (2003). An introduction to variable and feature selection. Journal of 
Machine Learning Research, 3, 1157–1182. 

Gwiazda, T. G. (2006). Genetic algorithms reference Vol.1 crossover for single-objective 
numerical optimization problems. Poland: Lomianki. 

Hair J. F., Black W. C., Babin, B. J., & Anderson, R. E. (2010). Multivariate data analysis. A 
global perspective (7th Ed.). Upper Saddle River, New Jersey: Pearson Prentice Hall. 

Holland, J. (1975). Adaptation in natural and artificial systems. University of Michigan Press, 
Ann Arbor, Michigan.  

Holland, J. (1975). Adaptation in natural and artificial systems. Ann Arbor, Michigan: 
University of Michigan Press. 

Keith, T. (2006). Multiple regression and beyond. Boston: Pearson. 
Kintsch, W. (1998). Comprehension: A paradigm for cognition. Cambridge: Cambridge 

University Press. 
Koza, J. (2010). Human-competitive results produced by genetic programming. Genetic 

Programming and Evolvable Machines, 11, 251–284. 
Koza, J. R., Keane, M. A., Streeter, M. J. (2003). Evolving inventions. Scientific American.  
Kubinger, K. D., Rasch, D., & Yanagida, T. (2011). A new approach for testing the Rasch 

model. Educational Research and Evaluation, 17(5), 321-333. 
Leinweber, D. J. (2007). Stupid data miner tricks. The Journal of Investing, 16, 15–22. 
Lin, E. (2009). Eureqa, the robot scientist (w/ Video). Retrieved from the Physics 

Organization website at http://phys.org/news179394947.html 
Linacre, J. M. (2015a). WINSTEPS: Rasch model computer programs [computer program]. 

Chicago, IL: Wisteps.com. 
Linacre, J. M. (2015b). A user’s guide to WINSTEPS. Chicago, IL: Winsteps.com. 



V. Aryadoust 336

McKeown, M.G., Beck, I. L., Omanson, R.C., & Perfetti, C.A. (1983). The effects of long-
term vocabulary instruction on reading comprehension: A replication. Journal of Literacy 
Research, 15(3), 3-18. 

McRee, R. K. (2010). Symbolic regression using nearest neighbor indexing. Proceedings of 
the 12th annual conference companion on Genetic and evolutionary computation, 
GECCO 10, 1983–1990. 

Michalski, R. S. (2000). Learnable evolution model: Evolutionary processes guided by 
machine learning. Machine Learning, 38, 9–40.  

Nicoară, E S. (2009). Mechanisms to avoid the premature convergence of genetic algorithms. 
Economic Insights: Trends and Challenges, 61(1), 87–96. 

Nutonian (n.d.a). Eureqa desktop quick start guide. Retrieved from http://www.nutonian.com/ 
products/eureqa-desktop/quick-start/ 

Nutonian (n.d.b). Eureqa desktop user guide. Retrieved from http://formulize.nutonian.com/ 
documentation/eureqa/user-guide/prepare-data/  

Pardoe, H. R., Abbott, D. F., & Jackson, G. D. (2012). Sample size estimates for well-
powered cross-sectional cortical thickness studies. Human Brain Mapping, 34(11), 3000-
3009. 

Potomkin, M., Gyrya, V., Aranson, I., & Berlyand, L. (2013). Collision of microswimmers in 
a viscous fluid. Physical Review: statistical, nonlinear, and soft matter physics, 87(5), 
3005 1-8.  

Rasch, G. (1960/1980). Probabilistic models for some intelligence and attainment tests. 
[Reprint, with a Foreword and Afterword by Benjamin D. Wright. Chicago: University of 
Chicago Press, 1980.] 

Schmidt, M., & Lipson, H. (2008). Coevolution of fitness predictors. IEEE Transactions on 
Evolutionary Computation, 12(6), 736–749.  

Schmidt, M., & Lipson, H. (2009). Distilling free-form natural laws from experimental data. 
Science, 324(5923), 81–85.  

Schmidt, M., & Lipson, H. (2010). Comparison of tree and graph encodings as function of 
problem complexity. In Thierens, D., Beyer, H., Bongard, J., Branke, J., Clark, J. A., 
Cliff, D., C., et al. (Eds.), GECCO 07: Proceedings of the 9th annual conference on 
Genetic and evolutionary computation, (vol. 2) (pp. 1674–1679). London. ACM Press. 

Schmidt, M., & Lipson, H. (2011). Age-fitness Pareto optimization. Genetic Programming 
Theory and Practice, 8, 129–146.  

Schmidt, M., & Lipson, H. (2013). Eureqa [Computer package], Version 0.99 beta. 
www.nutonian.com 

Slater, M., Rovira, A., Southern, R., Swapp, D., Zhang, J. J., Campbell, C., & Levine, M. 
(2013). Bystander responses to a violent incident in an immersive virtual environment. 
PLoS ONE, 8(1), e52766. 

Vandergrift, L. (2004). Listening to learn or learning to listen? Annual Review of Applied 
Linguistics, 24(1), 3-25. 

Vandergrift, L., & Goh, C. C. M. (2012). Teaching and learning second language listening: 
Metacognition in action. New York: Routledge. 

Vandergrift, L., Goh, C. C. M, Mareschal, C., & Tafaghodtari, M. H. (2006). The 
metacognitive awareness listening questionnaire (MALQ): Development and validation. 
Language Learning, 56, 431–462. 



Application of evolutionary algorithm-based symbolic regression ... 337

Wagner, E.  (2004). A construct validation study of the extended listening sections of the 
ECPE and MELAB.  Spaan Fellow Working Papers in Second or Foreign Language 
Assessment, 2, 1-25.  Ann Arbor, MI: University of Michigan English Language Institute. 

Zeng, Y. (2012). Metacognition and self-regulated learning (SRL) for Chinese EFL listening 
development (Unpublished doctoral dissertation). Nanyang Technological University, 
Singapore. 

Zhang, L. M., Goh, C. M. C., & Kunnan, A. J. (2014). Analysis of test takers’ metacognitive 
and cognitive strategy use and EFL reading test performance: A multi-sample SEM 
approach. Language Assessment Quarterly, 11(1), 76-120. 

 

 

 

 

 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


